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Improved Ultrahigh-Resolution Wind
Retrieval for RapidScat
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Abstract— This paper introduces RapidScat 2.5-km ultrahigh-
resolution (UHR) wind estimation and validates it in near-coastal
regions. RapidScat UHR wind estimation provides finer resolu-
tion ocean wind vector fields than conventional 12.5-km level 2B
(L.2B) wind products at a cost of higher noise. In addition, this
paper applies direction interval retrieval techniques and develops
other wind processing improvements to enhance the performance
of RapidScat UHR wind estimation. The new algorithm is
validated with L2B wind estimates, numerical weather prediction
wind products, and buoy measurements. The wind processing
improvements produce more spatially consistent UHR winds that
compare well with the wind products mentioned above.

Index Terms—Radar scattering, RapidScat, scatterometer,
wind.

I. INTRODUCTION

CATTEROMETERS are active microwave sensors that

estimate wind speed and direction over the open ocean
by measuring the normalized radar cross section (¢°) from
a wind-roughened ocean surface. Wind vector data from
scatterometers are used in a variety of oceanic studies
and in weather forecasting [1], [2]. RapidScat is a dual
pencil-beam Ku-band (13.4 GHz) scatterometer that operated
on the International Space Station (ISS) from October 2014 to
August 2016 [3]. RapidScat’s ¢ measurements are used to
produce a coarse 12.5-km resolution grid of wind vector (speed
and direction) estimates [referred to as level 2B (L2B) [4]],
which have been validated with numerical weather predic-
tion (NWP) winds and buoy measurements [3], [5], [6].
Each resolution element in the grid is called a wind vector
cell (WVCO).

To enable wind retrieval over the ocean, ¢ measurements
are collected at multiple azimuth/incidence angles (“looks”)
at each WVC in the coverage swath. Wind retrieval requires
diverse ¢° measurements to solve for both wind speed and
direction. RapidScat obtains multiple look angles via its
rotating dual-beam antenna, which provides multiple azimuth
angles and up to two different incidence angles for each
WVC. This results in up to four categories of backscatter mea-
surements (sometimes called “flavors”) for each WVC where
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measurements within each category have similar azimuth and
incidence angles but the categories have a different azimuth
and/or incidence angle [4].

RapidScat wind retrieval uses a geophysical model func-
tion (GMF) to relate the ¢° measurements in each WVC to
10-m equivalent neutral wind vectors [7]. A likelihood objec-
tive function, f (u, ¢), is formulated for the wind speed («) and
direction (¢) of a particular WV C using the measured % (60),
noise variance parameters (sd;) [8], and the GMF evaluated

at u, ¢, (a;)
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The multiple local maxima of the objective function lead to
several possible solutions [9].

Each wind speed and direction pair associated with the
objective function’s local maxima is referred to as an “ambi-
guity.” There are up to four ambiguities for each WVC.
The ambiguities have similar wind speeds, but different wind
directions [4]. Selection of a unique estimate, a process
called “ambiguity selection,” begins by creating an initial
wind field of estimates by “nudging” the grid of ambiguous
solutions with another wind product (e.g., NWP winds for
RapidScat L2B), which is referred to as the “nudging field.”
For each WVC in the swath, the nudging process selects the
ambiguity that is closest in direction to the corresponding wind
from the nudging field [8]. The resulting wind field is referred
to as the “nudged field.”

The nudged wind field is then iteratively updated using
a median filter-based ambiguity selection scheme (MAS) to
produce a more spatially consistent final wind vector field [8],
[10], [11]. For each WVC, the MAS compares the directions of
its ambiguities with the directions of the selected ambiguities
of the surrounding WVCs contained in the filter window. The
ambiguity of the center WVC that is the direction closest to the
circular median direction of the window is chosen to replace
the current ambiguity choice for the center WVC. The MAS
iterates until a passthrough in the whole swath is completed
without any ambiguity choices being changed or until the
maximum number of iterations (100) is reached [10].

Ambiguity selection in scatterometer wind processing has
historically proven to be difficult and prone to error. Ambiguity
selection is especially difficult in the nadir and far-swath
regions for pencil-beam scatterometers [8]. Due to a limited
azimuth angle diversity in these regions, the wind retrieval

0196-2892 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0002-1852-3972

HUTCHINGS AND LONG: IMPROVED UHR WIND RETRIEVAL FOR RAPIDSCAT

A

3371

T
|
|
-
|

1 Outer Scan Swath |
[ 1100 km 1

)

\

S

N\

N~

Inner Scan Swath
900 km

Fig. 1.

/
C e et o POk cek by

()

Mlustrations of beam orientations for (a) nadir, (b) “sweet spot,” and (c) far-swath looks. Dashed lines: nadir satellite path. The bold dots along the

dashed lines are satellite positions in the swath at different times. The lines extending from the dots show the azimuth angles of the beams for a particular
WVC. Smaller circles: inner beam’s reach. Larger circles: outer beam’s reach. The shaded boxes contain WVCs that have similar quality azimuth looks as
the ones depicted. Note that for (a), there are effectively only two azimuth angles, while for (c), there is effectively only a single azimuth angle. In (b), there

are four azimuth angles.

process can generate inaccurate solutions for ambiguity selec-
tion. In particular, the azimuth angles of fore and aft looks in
the nadir region are almost 180° apart [see Fig. 1(a)]. In the
far-swath region, there are only measurements from the outer
beam, and they have similar azimuth angles [see Fig. 1(c)]. For
comparison, Fig. 1(b) shows the beam orientations of optimal
“sweet spot” looks. Adverse weather conditions can also result
in poor wind retrieval (e.g., rain).

We note that RapidScat’s mounting on the ISS presents
some complications for wind estimation. For antenna azimuth
angles 70°-116°, the RapidScat transmitter does not emit in
order to avoid exposing docked spacecraft to the transmitted
signal [3]. This gap in emission is referred to as “sector
blanking.” Sector blanking produces fewer ¢° measurements
in bands of WVCs, which adversely affects wind estimation
accuracy. Sector blanking can also result in data gaps in
the estimated wind field swath. Another complication is that
wind estimation can fail in near-coastal regions due to land
contamination of ocean o measurements. Land contamination
refers to the effects of the higher reflectivity of the land
in comparison to the water. Antenna side lobes can allow
strong land echoes to “contaminate” the lower ocean o
measurements, which leads to erroneous wind speed values
in near-coastal regions. Previously, land contamination was
avoided by discarding wind estimates that fall within 30 km
of land. However, wind estimates closer to the coast can
be retrieved with the spatial response function (SRF) and
a binary land map, which are used to calculate the land
contamination ratio (LCR) [12]. For each ¢° measurement,
an LCR is computed and thresholded to decide if the 0 mea-
surement is contaminated by land. Using only uncontaminated

o measurements enables accurate wind retrieval much closer

to land [12].

To further advance wind estimation in near-coastal regions,
in this paper we produce RapidScat wind estimates on an
ultrahigh-resolution (UHR) 2.5-km WVC grid. Instead of
directly using “egg” or “slice” ¢° measurements as in L2B
wind retrieval [13], UHR processing applies reconstruction
techniques to enhance spatial resolution of the ¢ values
prior to wind retrieval [14]. UHR wind processing reveals
finer resolution detail of ocean wind phenomena and, with
LCR applied in near-coastal regions, allows for wind vector
estimates even closer to shore than is possible with L2B
estimates.

With the higher resolution of UHR comes added noise
in the estimates. UHR wind estimates also suffer from the
same wind retrieval and ambiguity selection problems as L2B
wind estimates. Direction interval retrieval (DIR) has been
developed to improve ambiguity selection accuracy in the
nadir and far swath for QuikSCAT L2B winds [8]. In this
paper, the method is applied to RapidScat UHR wind estima-
tion. Other methods such as artificial ambiguities (AAs) are
introduced and validated. These methods improve UHR wind
estimation accuracy. The results are validated with moored
buoy data and L2B wind estimates.

This paper is organized as follows. Section II describes
RapidScat UHR processing and the validation process for
near-coastal estimates. Section III outlines the MAS for Rapid-
Scat UHR estimates. Section IV discusses the application
of DIR to RapidScat UHR wind estimates. In Section V,
improved wind retrieval and ambiguity selection methods
for RapidScat UHR estimates are introduced. The remaining
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Sections VI and VII report the results of the validation and
the conclusions reached.

II. UHR WIND ESTIMATION

UHR wind estimation is not unique to RapidScat and has
previously been applied in ASCAT and QuikSCAT wind esti-
mation [12], [15], [16]. Each sensor has a different approach
to wind retrieval but has the same approach in generating
UHR ¢°. Low resolution ¢® and the sensor’s SRF are used
to produce UHR ¢ fields. UHR wind estimates are generated
from the UHR ¢ using the same wind processing procedure
that is performed on low-resolution estimates, including the
same GMF and objective function. As described earlier, UHR
estimates can potentially estimate wind features closer to shore
and also reveal finer resolution wind phenomena. We choose
to validate RapidScat UHR estimates in a near-coastal region
off the East Coast of the United States due to a large number
of buoys available for collocation. In addition, RapidScat UHR
estimates are compared with L2B estimates.

A. Validation of Near-Coastal UHR Wind Estimates

Near-coastal RapidScat UHR wind estimates with LCR are
validated by collocating UHR wind vectors with offshore
buoy measurements and L2B estimates. A collocated UHR
estimate is the UHR wind vector located closest to the buoy
(within 2.5 km) and collected within 30 min of the buoy
measurement. L2B collocations are within 12.5 km and 30 min
of the buoy measurement. Buoy data are taken from the
National Data Buoy Center (NDBC) [17]. Because of varying
anemometer heights among the buoys, the buoy measure-
ments are converted to represent 10-m equivalent neutral wind
vectors to match the reported scatterometer data [7]. Buoys
provide an 8-min temporally averaged measurement of wind
speed and direction.

UHR estimates are averaged over a 5 x 5 WVC window
(same area as a single L2B WVC) around the center col-
located UHR WVC for comparison with the low-resolution
L2B estimates. The same averaging approach is used for
comparison with buoy measurements. The UHR ambiguities
averaged in the window are the ambiguities of each WVC with
the direction closest to the reported buoy direction (this choice
of ambiguity is referred to as C2B, closest to buoy). The C2B
ambiguity represents the best case scenario for the ambiguity
selection.

The buoys used in this paper are located on the southeast
coast of the United States (see Fig. 2) and satisfy the same
criteria as in [18]: only moored sea buoys that have data nec-
essary for U10 conversion, air and sea surface temperatures,
surface pressure, and near-surface relative humidity, are used.
Buoy measurements are treated as “true” values in this paper.
For more regarding buoy-based validation, refer to [18].

A year’s worth of RapidScat wind estimates, taken from
August 2015 through August 2016, is collocated with buoys.
A total of 4856 buoy collocations are found in the study region
shown in Fig. 2. We note that in August 2015, RapidScat
experienced a 10-dB increase in noise [3]. The increase in
noise level was not constant and varied between low- and
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Fig. 2. Buoy locations from NDBC and the approximate region used in
this paper. Latitude 25 to 45 N and Longitude 82 to 70 W. Figure modified
from [17].
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Fig. 3. Scatter density plots of (a) L2B and (b) UHRB wind speeds plotted
with collocated buoy wind speed measurements. A y = x (solid line) line is
included for reference. UHRB wind speed estimates are noisier and biased
higher, especially at low wind speeds.

high-noise states. The high-noise state was prevalent for
most of the mission after the problem arose. The increase
in noise results in degraded wind speed estimation. Of the
original 1154 orbits in which collocations occur, 81 are
deemed poor or marginal quality due to high noise and are
subsequently removed from the study, resulting in the number
of collocations stated earlier. Section II-A1 discusses the wind
speed comparison between C2B UHR (hereafter referred to as
UHRB), L2B, and buoy measurements. Section II-A2 is an
analysis of the UHRB wind direction.

1) UHRB Wind Speed Accuracy: We first consider wind
speed. In Fig. 3, L2B (a) and UHRB (b) wind speed estimates
are plotted against buoy wind speed measurements. The plots
reveal that the L2B estimates match the buoys over a wide
range of wind speeds. However, UHR processing overesti-
mates low wind speeds and the UHRB estimates are noisier
than the L2B wind vectors for most wind speeds. For moderate
wind speeds (7-15 m/s), UHRB has similar results as that of
the L2B wind speed estimates. Due to the limited number of
observations, it is difficult to draw conclusions on high wind
speed estimates.
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Fig. 4. Percentage difference of mean L2B and mean UHRB estimates from
mean buoy measurements. Horizontal dashed line: 10% difference boundary.
Mean UHRB estimates exceed the boundary below 7 m/s, while mean L2B
exceeds the boundary below 5 m/s. There are too few measurements at high
wind speeds to draw any conclusions.
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Fig. 5. Plot of mean UHRB and L2B wind speeds (solid) with standard
deviation (dashed) lines verses buoy wind speed. A y = x line is included
for reference.

In Fig. 4, the collocated UHRB and L2B wind speeds
are averaged within 0.5-m/s buoy wind speed bins and the
percentage difference from the mean buoy wind speeds is
shown. Consistent with Fig. 3, at low wind speeds, the UHRB
estimates exhibit greater difference than L2B compared to
the buoy measurements. The plot shows that for wind speeds
over 7 m/s and below 18 m/s, the UHRB estimates are on
average within 10% of buoy measurements. This is within
the accepted accuracy requirements given in [18], i.e., that
estimates are within 10% or 1 m/s of buoy measurements.
Fig. 5 presents a comparison of mean UHRB and L2B wind
speeds with standard deviation lines. Remarkably, the standard
deviation for both UHRB and L2B is similar for all wind
speeds. However, for low wind speeds, the UHRB estimates
are biased high, which is consistent with higher noise in the
estimates [18]. The plot shows the same trends for low, middle,
and high wind speeds as the previously mentioned plots.

2) UHRB Wind Direction Accuracy: Wind directions
are now considered. Fig. 6 presents L2B (a)-(c) and
UHRB (d)—(f) wind directions with collocated buoy measure-
ments sorted by wind speed. The top row has collocations
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Fig. 6. Plots of (a)—(c) RapidScat L2B and (d)—(f) UHRB wind directions
with collocated buoy measurements sorted by wind speed. (Top row) Collo-
cations for all the wind speeds. (Middle row) Collocations with wind speeds
below 7 m/s. (Bottom row) Collocations with wind speeds above 7 m/s.
Dashed lines: £90° from the ideal y = x line. Due to the circular nature
of direction values, for clarity in plotting, we wrapped the points in the
corners x < 90°, y > 270° by subtracting 360° and x > 270°, y < 90° by
adding 360°.

at all wind speeds, the middle row at wind speeds less than
7 m/s, and the bottom row at wind speeds greater than 7 m/s.
As expected, the UHRB wind direction estimates are noisier
than the L2B winds. However, the UHRB direction estimates
tend to be more concentrated within £90° than the L2B winds
at low wind speeds. Fig. 7 shows the L2B and UHRB circular
mean and standard deviation of the angular difference from
buoy measurements. Due to the circular nature of the direction
angles, a circular mean is computed, which is done as the
four-quadrant inverse tangent of the sum of the sine and cosine
of the directions, that is,

e = atan2 Z sin(6;), Z cos(6;) 2)

i=1 i=1

where u. is the circular mean, n is the number of directions
in a given bin, and 6; is the direction of the ith value. The
circular means of both L2B and UHRB are consistent, i.e., they
both closely follow the y = x line. Furthermore, the standard
deviation of the UHRB estimates is similar to that of the
L2B estimates. The observed variation in standard deviation
with the buoy direction that appears in both the UHRB and
L2B winds is puzzling but may be related to the look of the
backscatter measurements in wind retrieval.

3) Summary of Near-Coastal UHRB Performance: Based
on buoy comparisons, UHRB wind vectors are generally
reliable despite being noisier than L2B estimates. At low
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Fig. 7. Comparison of UHRB and L2B circular mean directions (solid

lines) with collocated mean buoy measurements. Dashed lines: one standard
deviation of the angular difference from buoy measurements, see text.

wind speeds (<7 m/s), the UHRB estimates are biased high.
At higher wind speeds, UHRB wind speed estimates better
match the buoy measurements than at lower speeds.

UHRB direction estimates are not as tightly grouped around
the y = x line as the L2B direction estimates, confirming
they are noisier. However, the UHRB winds tend to be
within £90° more than L2B estimates for lower wind speeds.
We emphasize that UHRB represents the best case ambiguity
selection scenario, in that it has “perfect” ambiguity selection
with respect to the buoy directions. Nevertheless, the results
demonstrate the potential of RapidScat UHR wind estimates
in near-coastal regions. We note that the L2B estimates used in
the comparison use the ambiguity provided by the NASA Jet
Propulsion Laboratory that may not have “perfect” ambiguity
selection. In Section VI, the performance of the ambiguity
selected wind is compared to buoy measurements.

1. MAS

As previously noted, the MAS is used to select a unique
ambiguity at each WVC [10]. The MAS can smooth out the
nudged wind fields while still preserving wind fronts [19]. The
window size is an important consideration when designing
the filter [11]. A variety of window sizes, ranging from
17.5-77.5 km, were tested for RapidScat UHR ambiguity
selection. If the window is too small, inconsistencies can
overwhelm the filter and result in large areas of inconsistent
ambiguity choices. This generally occurs only in the nadir
and far swath. A window that is too small can also be
blind to larger wind features. Excessively large filters are
computationally taxing and have diminishing returns as far
as improved accuracy is concerned. Another consideration
is the root-mean-square (rms) difference from NWP winds.
A comparison of the rms difference from NWP wind directions
for different median filter window sizes compared to L2B rms
differences is shown in Fig. 8. Fig. 8 shows that rms difference
decreases as filter size increases. Based on this analysis,
a window size of 52.5 km is chosen (dashed line in Fig. 8).
This corresponds to a 21 x 21 UHR WVC window. The
52.5-km window preserves both large and small wind features,
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Fig. 8.  Difference between the rms of the difference of UHR and NWP

winds and the rms of the difference of L2B and NWP winds for different
median filter window sizes for UHR ambiguity selection.

lowers rms difference, and has an acceptable computational
burden.

IV. DIR

DIR, while originally developed for conventional L2B data,
can be applied to UHR wind retrieval to improve the wind
estimates. A brief description of DIR is provided in this
section. Another previously developed algorithm, thresholded
nudging (TN), is briefly considered for RapidScat application
at the end of this section.

DIR was developed to improve wind estimation accuracy
for QuikSCAT L2B estimates in the nadir region [8]. In this
paper, the nadir region is defined to be within 125 km of the
nadir track. As previously noted, the nadir region lacks the
azimuth angle diversity required for accurate wind direction
determination because the ¢” measurement angles are close
to 180° apart (see Fig. 1). The lack of azimuth diversity
results in regions around the objective function’s local maxima
that are close to the value of the local maxima themselves
(see Fig. 9). Typical of this problem, the objective function
has a “wide” local maxima that incorporates a range of wind
vectors that yield similar objective function values. When this
happens, the most spatially consistent wind estimate may not
be associated with the objective function maximum but may
be nearby with a similar objective function value. This wide
maxima effect is not specific to the nadir region but is most
commonly seen there.

Rather than reporting a single direction value for each
ambiguity as in conventional wind retrieval, DIR captures the
range of wind direction solutions that are similar in likelihood
to the local maxima. The range of solutions is then used
in a modified MAS that selects a spatially consistent value
from within the range of solutions. Fortunately, there is little
variation in wind speed around the area of the local maxima,
so the wind speed assumed for the range of directions is the
wind speed associated with its respective maximum.

Our implementation of DIR is performed by determining a
range of directions around each local maximum. The range is
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Fig. 9. Example objective function with two local maxima, arbitrarily placed
thresholds, and the resulting endpoint boundaries (the vertical dashed lines).

defined by a boundary to either side of the local maximum.
The endpoints of the boundary are found by taking a fraction
of the value of the objective function at each local maximum
to create a threshold (see Fig. 9). The fraction 0.2 was
subjectively chosen; however, the DIR algorithm is relatively
insensitive to the precise fraction value. This value is adjusted
to ensure a minimum of 30° between the endpoints. This use
of minimum range differs from that in [8].

To compute the DIR range, the routine iterates along the
objective function at 1.0° steps on either side of the local
maximum until the threshold is reached. When the objective
function reaches the threshold on either side, the respective
directions are used as the endpoints for the range of direc-
tions around each local maximum. The more confident local
maxima, i.e., ones that have a steeper gradient around the
local maxima themselves, have a smaller distance between
the endpoints. Broad local maxima have a wide range of
direction solutions with similar likelihood, with endpoints that
are further apart (see Fig. 9). The wind directions associated
with each local maximum are saved along with the DIR ranges.
The directions associated with the local maxima are used for
the nudged field that initializes the ambiguity selection. Our
implementation of DIR differs from that in [8] in which a
fixed threshold was used, whereas we use a threshold that is
varied under certain circumstances.

The DIR-modified ambiguity selection follows the baseline
ambiguity selection procedure until an ambiguity is chosen.
Once an ambiguity is selected, a new closest-to-median value
is chosen from the DIR range of directions associated with
the chosen ambiguity. The DIR range is spaced at 1.0° steps.
A variety of steps were tested and the 1.0° interval proved
to be computationally efficient while providing similar results
compared to the finer resolution steps.

The direction within the DIR range closest to the circular
median of the local median filter window is chosen to replace
the direction for the chosen ambiguity of the center WVC
(see Fig. 9). If the difference between the chosen value from
between the endpoints is greater than 5° from the current
ambiguity direction, the ambiguity choice is updated and the
direction for that ambiguity is changed to the value chosen
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Fig. 10. Images of selected UHR wind directions before and after DIR is
applied. The 425 x 625 km direction field shown includes part of the nadir
region of the swath. The white area is land. (Left) Nudged UHR field without a
MAS applied. (Right) Same region with the DIR-modified ambiguity selection
scheme applied. Colorbar: direction of each location in degrees. Many WVCs
with inconsistent directions in the nudged UHR field have the flexibility to
become more consistent after DIR is applied.

from between the endpoints; otherwise, the value is not
changed. This process, like the baseline MAS, continues until
it converges or the maximum number of iterations (200) is
reached. Occasionally, the algorithm does not converge but
oscillates between sets of values. When the number of changed
ambiguities in an iteration remains the same for five iterations
in a row, the process is terminated. The number of changed
ambiguities when this happens is typically less than 50 out of
a swath with thousands of WVCs.

Even when using DIR, nadir WVCs can still have incon-
sistent ambiguity choices. To ameliorate the inconsistencies,
the threshold for nadir WVCs is adjusted to increase the
distance of each endpoint from the maxima by 15° on either
side. Adjusting the threshold provides additional flexibility in
creating consistent fields. Fig. 10 shows how the modified DIR
improves the wind estimates in the nadir region, resulting in
a more consistent, smoother field.

We note that the DIR threshold can fall below all possible
values of the objective function. In the case that endpoints are
not found because the threshold does not intersect the objective
function, an arbitrary DIR range of +15° from the ambiguity’s
direction is assigned.

While TN was also developed for, and used in, QuikSCAT
processing, we do not use TN in the RapidScat UHR nudging
process. TN is designed to improve the accuracy of ambiguity
selection in the far swath, which it does by changing the
number of ambiguity selection choices when generating the
nudged field. Because there are typically fewer ambiguities
available in the far swath for RapidScat, TN’s limiting the
number of ambiguities has little effect on those regions for
RapidScat.

V. DEALING WITH WVCSs WITH ONLY
A SINGLE AMBIGUITY

The limited azimuth diversity, upwind/downwind asymme-
try in the nadir region, and noise can result in some WVCs
having only a single ambiguity. Approximately 1.6% of all
WVCs in a RapidScat swath have only a single ambiguity
after the wind retrieval process and greater than 99% of all
WVCs with only a single ambiguity are found within 125 km
of the nadir track.
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Fig. 11.  Direction field of a portion of a swath showing only the first
ambiguity choices for all WVCs. The directions on either side of the nadir
track are approximately 180° apart. WVCs with only a single ambiguity
lie in the areas just on either side of the center dividing lines and are not
distinguishable from the ambiguities around them. The long white patch in
the boxed region is a data gap resulting from sector blanking.
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Fig. 12. Histogram of the average difference in direction between WVCs
with a single ambiguity and the surrounding first ambiguity choices in a 3 x 3
WVC window.

Unfortunately, WVCs with only one ambiguity create com-
plications when trying to generate a consistent wind field.
WVCs with only one ambiguity have no flexibility to blend
in with surrounding WVCs and tend to force the ambiguity
selection, but they are often noisy. Even with DIR applied,
inconsistencies due to single ambiguity WVCs persist, see
Fig. 10 (the dark spots are WVCs with a single ambiguity).

The direction associated with single ambiguity WVCs is
often inconsistent with the optimum wind field, though most
are consistent with the first ambiguity choices (the ambiguity
with the highest likelihood value out of the four) of WVCs
surrounding them. This is evident in Fig. 11, which shows a
direction field composed of only the first ambiguity choices
for each WVC. The nadir track is visible where the angles
that are about 180° apart meet.

Fig. 12 shows a histogram of the average difference between
the direction of single ambiguity WVCs with the directions
of the first ambiguities surrounding it within a 3 x 3 WVC
window. A total of 958 582 WVCs with a single ambiguity are
taken from 18 different swaths to create this plot. A majority of
the WVCs with a single ambiguity have an average difference
less than 50° from the surrounding WVCs. This confirms
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Fig. 13.  Scatter plots of wind direction for (a) WVCs with a single
ambiguity from one swath plotted against collocated NWP winds and (b) same
collocations, but processed with DIR and AA. Note the improved correlation
with the NWP winds in (b).

that the directions associated with single ambiguity WVCs
are generally consistent with other first ambiguities. However,
the first ambiguity is not always the best choice compared to
the large-scale wind flow. In this situation, the single ambiguity
cases are inconsistent.

To improve the accuracy of WVCs with a single ambigu-
ity, we arbitrarily add two “AAs” to WVCs with only one
ambiguity. Analysis of multiple reviews shows that the average
number of ambiguities in WVCs surrounding single ambiguity
WVCs is two or three.

Experimentally, we find that two AAs set to £120° from
the original ambiguity, each with DIR range of +15° and the
same wind speed as the single ambiguity provide additional
options for the ambiguity selection that result in a reduced
error in the single ambiguity areas. We also considered running
the ambiguity selection with single ambiguities excluded as
well as very large DIR ranges. We consistently found the AA
approach to outperform the alternative approaches.

Fig. 13(a) shows WVCs with a single ambiguity from one
nudged field swath collocated with NWP winds. Fig. 13(b)
shows the same WVCs after AAs are added to the DIR
wind retrieval process, note the improved correlation. The
result is a much stronger correlation, which is visible by how
much closer it follows the y = x line. We conclude that
adding AAs to single ambiguity WVCs improves the selected
wind direction accuracy. UHR estimates with AAs are further
validated in Section VI.

VI. VALIDATION OF NEAR-COASTAL UHR
ESTIMATES WITH DIR AND AAS

RapidScat UHR wind estimates with DIR and AAs (here-
after referred to as UHRAA) are validated using the same
approach as the UHRB near-coastal validation described in
Section II. An analysis of the wind speed accuracy is described
in Section VI-A. The results of the wind direction comparison
are in Section VI-B.

A. UHRAA Wind Speed Accuracy

In this section, we consider UHRAA wind speed valida-
tion. Fig. 14 shows UHRAA and L2B wind speeds plot-
ted against collocated NDBC buoy measurements. As was
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Fig. 14. Scatter density plots of (a) L2B and (b) UHRAA wind speeds plotted
against collocated buoy wind speed measurements. The UHRAA estimates
have a tighter fit around the y = x line for winds in the range of 5-10 m/s
compared to the UHRB estimates, compare Fig. 3.
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Fig. 15. Percentage difference of mean L2B and mean UHRAA estimates
from mean buoy measurements. Horizontal dashed line: 10% difference
boundary. For wind speeds greater than 7 m/s, the UHRAA estimates have
about twice the error of L2B wind speed estimates.
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Fig. 16. Mean UHRAA, UHRB, and L2B wind speeds verses collocated
mean buoy wind speeds.

done in Section II, the UHRAA estimates are averaged
over a 5 x 5 window to better match the resolution of the
lower resolution measurements. The UHRAA estimates are
slightly more concentrated around the y = x for estimates
between 5 and 10 m/s than the UHRB estimates in Section II.
Despite the higher concentration around the y = x line, Fig. 15
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Fig. 17. Scatter plots of (a)-(c) RapidScat L2B and (d)-(f) UHRAA
wind directions with collocated buoy measurements sorted by wind speed.
(Top row) Collocations at all wind speeds. (Middle row) Collocations with
wind speeds below 7 m/s. (Bottom row) Collocations with wind speeds
above 7 m/s. Dashed lines: difference of 90° from the ideal y = x line.
Due to the circular nature of direction values, for clarity we wrapped the
points in the corners x < 90°, y > 270° by subtracting 360° and x > 270°,
y < 90° by adding 360°.
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Fig. 18. Plot of the circular means for UHRAA and L2B wind directions

collocated with buoy measurements. Included also is a y = x line and a one
standard deviation line of the angular difference for both UHRAA and L2B
(dashed lines).

shows that, on average, the UHRAA wind speed estimates are
slightly higher than the UHRB estimates (compare to Fig. 4).
The UHRAA estimates cross the 10% threshold multiple times
in the wind speed range from 8 to 20 m/s. Fig. 16 shows
UHRAA, UHRB, and L2B mean wind speeds. UHRAA means
closely follow UHRB mean values. The similarity between
the UHRAA and the UHRB results suggests that the modified
UHR ambiguity selection algorithm is choosing the close-to-
optimal ambiguities.



3378

100

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 57, NO. 6, JUNE 2019

%0t (a) (b)
80
70
eor e Nudged
UHRD
50 —UHRAA
5 —L2B
£ 40
£
5 30
=
£ 20
=
2 10
=
z
£ 100
'S
g o0t () (d)
<
g 80
=
5 70
§ [ T | B Nudged
x UHRD

50
40
30
20
10

0 100 200 300 400 500 600 700

800

100 200 300 400 500 600 700 800

Cross-Track Index

Fig. 19. RMS difference between different versions of UHR wind estimates and NWP sorted by wind speed and plotted against cross-track WVC number.
RMS difference between L2B and NWP is also included in each plot. (a) Includes all wind speeds. (b) Wind speeds below 8 m/s. (¢) Wind speeds 8—15 m/s.
(d) Collocations with wind speeds greater than 15 m/s. Adding the MAS lowers the rms value across the swath for all wind speeds. The addition of AA

lowers the rms in the nadir for all wind speeds.

B. UHRAA Wind Direction Accuracy

An analysis of UHRAA wind direction is detailed in this
section. Fig. 17 shows UHRAA wind direction estimates
collocated with offshore buoy measurements. L2B collocated
measurements are plotted again for convenience. The dashed
lines in the plot represent a 90° difference from buoy measure-
ments. UHRAA estimates are noisier than the ideal UHRB
estimates in Fig. 6, but still match up fairly well with the
L2B estimates. Noticeable improvement can be seen for
estimates above 7 m/s. At higher wind speeds, the UHRAA
estimates are grouped tighter around the y = x line than
UHRB direction estimates. For wind speeds below 7 m/s,
the UHRAA estimates appear more spread out than UHRB
estimates.

Fig. 18 shows the mean directions of UHRAA and L2B
estimates binned at 5°. Both the UHRAA and L2B mean
lines closely follow the y = x line. Like UHRB estimates,
the UHRAA standard deviation line of the difference closely
follows the L2B standard deviation line. Fig. 19 shows the rms
difference between different versions of UHR wind direction
estimates and L2B wind direction estimates compared to NWP
winds. The plot includes rms values for a month’s worth of
L2B, UHR nudged, UHRD (UHR with DIR but without AAs)
and UHRAA estimates. UHRD decreases the rms difference
across the swath, especially in the nadir region. UHRAA
further decreases in rms in the nadir region even more. The
rms across the swath for all wind speeds is decreased by the
algorithm improvements. A visual inspection also confirms
these results. Fig. 20 shows a section of L2B, UHR nudged,
and UHRAA processed winds along the East Coast of the

(a) L2B 4 e 350

300

250

sealbaq

(c) UHRAA

Fig. 20.  Comparison of estimated RapidScat wind directions for various
algorithms. (a) L2B, (b) UHR nudged, and (c) UHRAA wind direction fields.
The swaths are 1877.5 km x 2777.5 km on the East Coast of the United
States, see text.

United States. The UHR nudged field is noisier than the L2B
and some of the wind features are difficult to distinguish.
UHRAA reduces the noise in the nudged field while preserving
the L2B wind features at a higher resolution.
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VII. CONCLUSION

UHR winds provide finer spatial resolution than L2B winds
at the expense of higher noise levels. In this paper, we have
implemented improvements in UHR wind retrieval and ambi-
guity selection. We conclude that while the improved UHRAA
wind estimates are noisier than L2B wind estimates, on aver-
age they match up well with L2B estimates. UHRAA wind
direction estimates are comparable with L2B wind direction
estimates, especially at wind speeds above 7 m/s. UHRAA
wind direction estimates also produce more spatially consistent
wind direction fields than conventional pointwise UHR nudged
wind direction estimates, as seen in the example swaths
in Fig. 20.

UHRAA wind speed estimates have similar performance
compared to L2B wind speed estimates. However, at low wind
speeds, UHRAA wind speed estimates are biased higher than
L2B estimates. This is due to lower SNR at low wind speeds
and the higher noise level at the finer resolution. The higher
bias is an expected result of the higher noise level [18].

The results of the UHRAA are similar to or better than the
optimal UHRB case described in Section II. The similarity
means that the new wind retrieval algorithm is selecting nearly
optimal values. The results show that the changes to processing
improve UHR wind retrieval in near-coastal regions.
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