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Azimuthal Modulation of C-Band
Scatterometes® Over Southern Ocean Sea Ice

David S. Early,Student Member, IEEEaNnd David G. LongMember, IEEE

Abstract—In a continuing evaluation of the ERS-1 C-band consistent with previous observations of little or no azimuthal
scatterometer as a tool for studying polar sea ice, we evaluate the modulation in airborne SAR and scatterometer data from
azimuthal modulation characteristics of Antarctic sea ice. ERS-1 Arctic sea ice in the Labrador Sea [8].

AMI scatterometer mode data sets from several study regions ) - . .
dispersed in the Antarctic seasonal sea ice pack are evaluated The data used in this study is obtained by the ERS-1

for azimuthal modulation. When appropriate, the incidence angle active microwave instrument (AMI) scatterometer, a fan-
dependence is estimated and removed in a study region beforebeam scatterometer with three beams on the right side of
determining whether azimuthal modulation is present in the the spacecraft with a nominal resolution of 50 km. The fore
data. Other comparisons are made using the fore and aft beam 4 aft heams are oriented to give identical incidence angles
mgasurementdlffe_renpe. Our results show that over the ice pa_ck, but azimuth les S0apart f di t
azimuthal modulation is less than 1 dB at the scale of observation PU' @ZImuth angles part Tor corresponding measuremen

of the ERS-1 C-band scatterometer. cells [9]. Originally designed as an instrument to measure near
surface wind speeds over the ocean, the mid beam provides a
measurement with a third azimuth angle to help discriminate

wind speed and direction.
ACEBORNE scatterometers are currently used to mon-

tor and study near-surface ocean winds on a global I
scale. The temporal and spatial resolution of the spaceborne ) )
scatterometer make it a useful instrument for studying thesgn order to understand the azimuthal modulation «of
atmospheric processes. The scatterometer has also been Q¥8f Antarctic sea ice at large scale (50 km), we require
to study nonocean surface conditions (e.g., [1]-[5]). Howeveé¥) L_mderstand_mg of the general surface _cha_ractenstlcs of sea
while the temporal coverage of the scatterometer is goli® In that region. Although the volume af situ and radar
for rapid repeat coverage of the earth’s surface, the nomifagasurements in the Antarctic is much smaller than similar
spatial resolution of 25-50 km may be too coarse for detailédCtic measurements, there is sufficient data to make a large
classification of nonocean surface conditions in some studi€§alé characterization of Antarctic sea ice [4], [10].

In order to improve the resolution of the scatterometer data,

a resolution-enhancement technique has been developed‘teurface Characteristics

exploit the frequent, overlapping coverage of the spaceborndn general, the Antarctic ice pack can be divided into two
scatterometer [6]. The algorithm was originally develope@&gimes—an outer ice pack and an inner ice pack—and for this
for studies of the Amazon, where azimuthal modulation istudy, we use the definitions of these regimes as presented
assumed negligible [1]. The algorithm has subsequently bei@n[11]. Each regime has distinct physical properties that
applied successfully to the Greenland ice sheet [2]. Azimuth@bdulate microwave signatures of the ice as described below.
modulation of o° over sea ice could, if present, introducerhe outer ice regime has two distinct phases: one during the
errors in the enhanced-resolution imagery. winter freeze up and another during the summer melt.

In this paper, we study azimuthal modulation of the C- The outer ice regime consists of the Marginal Ice Zone
band microwave signature of Southern Hemisphere sea (#4Z), which is the extreme edge of the sea ice pack with
and compare this with azimuthal modulation in the microwavg seasonally dependent makeup consisting of sea ice floes (up
signature of the Antarctic ice sheet in ERS-1 C-band scad several meters) surrounded by open water or slush [11]. The
terometer data. Azimuthal modulation has previously beginst phase of the outer ice regime occurs during early winter
observed over the Antarctic ice sheet using the SEASAT Kthrough early spring, when thermodynamic growth causes a
band scatterometer and is generated by wind induced ripptapid advance of the sea ice pack. The outer ice pack, and
on the ice sheet surface [7]. However, given the dynamparticularly the MIZ, are, by definition, regions of unsolidified
nature of the Antarctic sea ice pack, we do not expeet uncoalesced ice during winter freeze up; therefore, wave
significant azimuth modulation over Antarctic sea ice at thgction in this region makes pancake ice predominant in early
scale of a spaceborne scatterometer. Such an assumptiowiiser [12], [13]. A photograph of pancake ice taken at the
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data, Remyet al. [7] demonstrated that observed azimuthal
modulation over the Antarctic ice sheet is related to the
katabatic winds on the continent. Further, any oriented scat-
terers, including sastrugi, wind-oriented drifts, and crevasse
fields, may create azimuthal modulation in the satellite data.
Ice sheets, even without significant oriented scatterers on the
surface, can create azimuth modulation if there is a significant
surface slope (e.g., a glacier in a mountain valley).

Sea ice, on the other hand, has surface characteristics that
are very different from land ice sheets. Small-scale waves such
as millimeter, capillary, or gravity waves are absent in the
outer ice regime and the rest of the sea ice pack because of
the presence on the ocean surface of either solidified pack ice,
pancake ice in its various forms, or grease ice, which prevent
the formation of these small scale waves, eliminating one
source of oriented scatterers in the ice pack. Additionally, the
presence of water in the upper snow layer in some areas of the
sea ice pack will change the structure of wind-etched surface
features such as sastrugi. To further reduce the effects of any
oriented scatterers that do develop on the sea ice surface, the
dynamic motion of the ice surface causes a randomization of
the scatterers over a large scale, reducing the cumulative effect
of scatterers on the return signal.

Since the sea ice floats on the surface of the ocean, we
expect no inherent large-scale surface slope associated with
sea ice that would induce azimuthal modulation. However,
because the ice in the outer ice regime is defined as un-

: : o coalesced ice, long wavelength swell waves are capable of
Fig. 1. Photograph of pancake ice taken near the Antarctic ice pack edge

Note the edges on the pancakes that are formed by wind and wave acﬁ@ve_"ng t_hrOUgh these outer reQionS of the sea ice pack [17]
forcing pancakes together and piling up the edge. (Courtesy of Dr. Magind inducing some surface slope. In the Southern Ocean, long

Drinkwater, JPL). wavelength swell waves, with wavelengths of several hundred
meters and amplitudes of up to several meters, are capable of
surrounding the pancakes are either open water, frazil, {veling hundreds of kilometers into the sea ice pack through
grease ice. Thermodynamic effects will eventually cause thancake ice regions [22]. Once the pancakes have begun to
pancake field to coalesce into a solid ice pack. The secogghlesce and solidify, however, the waves are quickly damped
phase of the outer ice zone occurs during the spring agdt by the increasingly rigid sea ice pack.
summer melt and break up of the sea ice pack. With the springn the absence of significant wave action, any slope in the
and summer warming, the pack ice begins to break up agéa ice must result from ridging or stacking of ice floes. How-
melt, resulting in the MIZ containing large volumes of smallever, the divergent nature of the sea ice pack causes break up,
broken floes and brash ice. rotation, and refreezing of sections of the ice that effectively
The inner ice pack is typically thin to thick first-yearrandomizes small-scale ridges, and other oriented scatterers
ice. Evidence from passive microwave systems shows thaay form on the surface of the sea ice. This study concentrates
multiyear ice can survive in the Antarctic, and it tends tgn microwave scattering characteristics of Antarctic sea ice on
be concentrated in the western Weddell Sea along the eastg@ scale of the ERS-1 AMI scatterometer (50 km), and we
edge of the Antarctic Peninsula [14]. Ridging, which is a majqjostulate that over the majority of the sea ice pack, relatively
contributor to large-scale deformation in Arctic sea ice, is i8mall structure variations in the sea ice surface will not
general much less intense in the Antarctic than in the Arctigtroduce substantial azimuthal variation in the scatterometer
with a lower average ridge height and lower frequency in th&sta due to the randomizing effects of the sea ice pack
main body of the sea ice pack [15], [16]. In addition, as thgotion. We shall also establish that long-wavelength swell
ice ages, floes in the pack can be laden with snow to caus@ge penetration in the MIZ will not introduce substantial

negative freeboard condition, flooding the snow-ice interfacgzimuthal modulation in the scatterometer signature.
The existence of this wet slush layer changes the microwave

properties of the sea ice, as does the subsequent refreezing of
this slush layer [4]. Ill. PROCEDURES

Sea ice surface characteristics have significant spatial and
temporal variation over a basin-wide area [3]. As a result,

Azimuthal modulation ofs° has been observed over thesmall study regions are used. Additionally, there is a depen-
Antarctic ice sheet. Using Ku-Band SEASAT scatterometélence ofg° on incidence angle that must be accounted for.

B. Azimuthal Modulation in the Antarctic



EARLY AND LONG: AZIMUTHAL MODULATION OF C-BAND SCATTEROMETER ¢° 1203

Further, correlation between azimuth and incidence angles
for a given cell resulting from the orbit geometry can biasg . ‘ : :
azimuthal modulation evaluation. In the following sectiofi, 7 15| X S SOOI SO O o8t
dependence on incidence angle is discussed, and a method fr R 1 j i ‘

removing the dependence based on a linear model is presentébl Thoe 3—\—\; ------- e e T R
This is followed by a discussion of study region selectlon~ f f BN : 4 1 :
methodology that addresses the issues of spatial and tempogil05 I
variation of the surface. 2 ' ! ‘ N
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A. Removal of Incidence Angle Dependence Incidence Angle (Degrees)

Since the radar return may have both incidence and aZImHg 2. Plot of the maximum error il caused by a worst-cag®error. This
angle dependence, the separation of any incidence angle gigsh shows an example where the measurements are normaliz€d iote
pendence from the data is crucial for proper interpretation @t the&erzror for tzehworst Calse is less tlhaf: 0.5dB forda?] 'ncrl]dence an(ﬁle

geo ° around the normalization angle tis expecte that the error wi
any azimuthal modulation observed i in the pIoFs. Data colIectg’g‘Cms'deraIbly less in practice than the worst.case error.
over several days may have many different incidence angles,
and direct comparison of all measurements in a data set _
necessitates the removal of incidence angle dependence fopuppose that for a given measuremetthe true value of
some analyses. A, A is given by

To aid in this removal, we use a very simple model. Over a
_coadin y simple Ay = 07 — By(6; — 40°) ©)
limited incidence angle range of 25-55he incidence angle
dependence of the ERS-1 C-band scatterometer backscatt@jHgre 3, represents the tru value for theith measurement

approximately linear in decibels. Although the actual incidenqg;. If B is not exactly equal to the true valui, the error in
angle dependence af’ in decibels is nonlinear, the linearthe estimateA; is given by
model works very well for the midrange incidence angles,

as observed in the actual and theoretical backscatter results AA=A; — A\i
illustrated in [8], [18], and [19]. The linear model is given by = (E_ B)(6; — 40°). 4)
odp = A+ B(6 — 40°) (1) Igtroducing similar notation for the error iBi, let AB =

B; — B;. If we assume thaf\B3 is bounded by some maximum
where o9 is the received backscatter in decibels, ghiés value, the maximum error id; becomes
the incidence angle of the measurement. Althoughig@sed o
here, the data can be normalized to any incidence angle value. Admax = £ABumax(6 — 40°). )

B represents the slope of the data with respect to the inCidefg the purposes of evaluating error, we can assume, based
anglef. An estimate of the paramet&; which is denoted3, on the averages in Tables | and Il for the regions evaluated
is determined from a linear regression of #femeasurements i thjs study, that the meat$ is approximately—0.2 with

for each study region. With & estimated for a given study 5 worst-case range of 0.0 t00.4, MakingA By = £0.2.
region, the estimate!; for each backscatter measuremefit AAyax is plotted versus incidence angle in Fig. 2.

in the study region is given by Because the data can be normalized to any angle, the error
— . B . introduced by removing incidence angle dependence can be
Ai = o] — B(f; — 40°). (2)  minimized by normalizing the data to an angle in the middle

of the incidence range of the data. Note that the graph in
The resulting4; values represent incidence angle normalizegdy. 2 shows the worst-case error for the assumptions in the

backscatter values, i.e., the valuecf at § = 40°. previous paragraph; in practice, the error will be much smaller.
We conclude that the error introduced by faullyestimates is
B. B Error negligible when a small range of incidence angles is used and

I{ne normalization angle is in the middle of the incidence angle

represents a unique backscatter measurement from a si e of the data. Assuming a narrow incidence angle range
radar footprint. The surface area of the footprint is smaller th ss than 6), the error will not adversely afiect evaluation of
the total area in each study region; therefore, it is reasonablea?dmUthal modulation of 1 dB or more.

assume that due to spatial variability within the study reg|on
eacho® measurement may have a unigBeassociated with ©
it. Error is introduced by using a single estimate of the  As part of an evaluation of basin-wide characteristics, study
parameter to determine all of the incidence angle normalizeghjions in several areas of the Antarctic sea ice pack are
backscatter estimate4; in a given study region, and althoughused. Relatively small study regions and short study intervals
the linear model in (1) is a good approximation of thare used so that areas of relatively constant temporal and
incidence angle dependence, some error is realized from usapgtial variation can be studied. Selecting areas that are
the linear model. spatially and temporally homogeneous avoids creating study

Note that eacly° measurement in a study region data sé

. Study Region Selection
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Fig. 3. Polar stereographic projection image of Antarctica. The image is generated from six days of ERS-1 data from JD 126 to JD 131, 1993. The hash
marks in the periphery of the image are a result of the rapidly changing azimuthal response of the open ocean surface.

TABLE | TABLE I
STUDY REGION LOCATIONS AND STATISTICS MARGINAL |CE ZONE STUDY REGION LOCATIONS AND STATISTICS
Reg || lon x lat | 1993 JD A B o° Std Dev Reg | lon x lat | 1993 JD A B o° StdDev
11 8° x4° | 23-56 |-14.41]-0.231 2.69 M1 6° x 2° | 102-120 | -12.68 | -0.197 2.15
12 10° x 4° | 119-140 | -14.68 | -0.199 2.10 M2 10° x 2° | 102-120 | -12.77 | -0.221 2.57
13 14° x 3° | 215-242 | -14.85 | -0.193 3.25 M3 10° x 2° | 105-120 | -12.66 | -0.191 2.07
15 8° x 4° | 218-239 | -17.26 | -0.218 2.28 M4 8% x 2° | 128-146 | -12.79 | -0.211 2.44
16 8° x 3° | 248-290 | -14.63 | -0.230 2.61 Mbs 6° x 2° | 128-146 | -12.32 | -0.400 5.10
17 18° x 5° | 326-350 | -15.14 | -0.254 2.84 M6 10° x 2° | 141-161 | -12.42 | -0.169 1.96
18 10° x 4° | 311-332 | -16.80 | -0.235 2.42 M7 10° x 2° | 142-161 | -13.51 | -0.207 2.53
110 8% x 3° | 200-225 | -16.56 | -0.201 2.14 M3 10° x 2° | 141-161 | -15.84 | -0.217 2.29
111 8° x 3° | 200-225 | -16.05 | -0.205 2.46 M9 10° x 2° | 144-164 | -13.16 | -0.340 4.29
112 8° x 3° | 200-225 | -15.81 | -0.208 2.43 M10 || 10° x 2° | 150-170 | -12.17 | -0.179 2.00
113 8° x 3° | 200-225 | -16.44 | -0.218 2.36 M11 || 10° x 2° | 153-173 | -13.04 | -0.204 2.20
114 8° x 3° | 200-225 | -16.33 | -0.225 2.48 Mi2 6° x 2° | 165-181 | -12.67 | -0.183 2.06
115 8° x 3° | 200-225 | -15.65 | -0.223 2.88 M13 | 10° x 2° | 165-181 | -13.32 | -0.217 2.42
116 8° x 3° | 200-225 | -16.94 | -0.208 2.11 M14 || 10° x 2° | 174-181 | -12.48 | -0.194 2.04

n7 8° x 3° | 200-225 | -17.12 | -0.213 221
118 8° x 3° | 200-225 | -16.92 | -0.211 2.24

19 | 8 x3°| 200-225 | -16.86 | -0.210 215 the o° measurements in a study region reduces the variance of
120 || 8° x3° | 200-225 | -16.80 | -0.213 2.13 the measurements, ensuring accurate assessment of low-level
121 || 8 x3° | 200-225 | -16.60 | -0.219 | 225 (<1 dB) azimuthal modulation for a given sea ice surface.
g; 181; 18009_'121277 _'185'_0472 :gégg iég Study regions that represent several different types of sea
G3 T 10° x 2 | 109227 | -10.56 [-0.200 309 ice are selected in order to evaluate azimuthal modulation
G4 || 10°x 2° | 80-117 | -11.59 | -0.188 2.04 over different sea ice surfaces. An example of an enhanced-
G5 || 10° x 2° | 109-227 | -15.01 | -0.174 4.49 resolution Antarctic image is shown in Fig. 3. An explanation

of the SIRF algorithm for generating the enhanced-resolution

. ) ) ) . images is found in [20].
regions with many different ice surfaces that might skew ap aqgitional criterion for selecting viable study regions is
any azimuthal modulation evaluation. Study regions fromyequate diversity of azimuth angles. Azimuth angle diversity
several areas in the Southern Ocean are used to evaly@i@quired in order to properly evaluate azimuthal modulation,
azimuthal modulation over many different sea ice surfacegng this diversity is affected by the location and size of a
The scatterometer requires three to five days to collect enmg[]dy region and the number of days in the study interval.
readings for each study region to have good azimuth angtfie scatterometer requires several days of data to generate
diversity. The surface conditions in each study region must Bita with good azimuthal angle diversity. If too many days of
assumed constant over the data collection interval. data are included, the dynamic nature of the Antarctic sea ice

Study regions are chosen such that the regions are homogereases the probability that the surface will change within the
neous in time and space over the data collection interval. To &i@idy interval. However, if too few days of data are used, there
in the selection of homogeneous regions, we use a time sefig not be enough measurements to yield sufficient azimuthal
of enhanced-resolution images of Antarctic land and sea ice fBYersity for modulation assessment or sufficient incidence
to identify the largest possible regions where the spatial surfeaegles to properly estimate the incidence angle dependence
response is visually homogeneous. The spatial homogeneitybfthe data in the study region.
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Fig. 4. Example histogram of azimuthal angles over Antarctic sea ice (Study
Region 110). Note that the gaps are caused by the instrument geometry.

The successful tradeoff between study region size (spatial
homogeneity) and the number of days (temporal homogeneity)
in the data set is evaluated by manually examining data in
each study region. An evaluation of each study region is
made to determine whether the data is spatially and temporally
homogeneous and whether it has sufficient azimuth angle
diversity to show azimuthal modulation. The evaluation for i

. . .. Top Row: Bottom Row:
homogeneity is done by plotting tla¢ values versus incidence 6121 110115
angle and evaluating the data visually fef spread and
variance in thes® versus incidence angle plot, plotting therig. 5. Study regions used with the ERS-1 data. The boxes indicate the
evolution of thes? values versus time (to evaluate temporAq)cation _of the data. Differgnt time periods are used for the _various' boxe_zs.
stability), and examining the statistics of the data. The daﬁ%dﬁ:dgeﬂmsn;a_lgg?" Regions 110 through 121 are overlapping regions in
statistics are illustrated in Tables | and II.

To evaluate the data for azimuth angle diversity, a histogram
of azimuth angles for several incidence angle ranges is plotted.
An example azimuth angle histogram of ERS-1 scatterometer
data over Antarctic sea ice is given in Fig. 4 for the incidence
angle range 40-45 The ERS-1 data over sea ice shows
a limited range of azimuth angles. Notice the groupings of
azimuth angles in the example histogram in Fig. 4. These
groupings are evident in all the data used in this study and are
a consequence of the ERS-1 instrument geometry and orbit. In
addition, ERS-1 instrument geometry and orbit provide very
few readings at azimuth angles above 2% below 90.
Histograms for each incidence angle range are evaluated for
each study region for adequate azimuthal diversity. Incidence
angle ranges of2.5> and+1.5° are examined for each study
region over the incidence angles from°2® 55°. Ranges
of £1.5° around the average incidence angle of $0ovide
good azimuth angle diversity with an acceptably narrow range )
of incidence angles. Q M2

A total of 14 study regions near the edge of the sea ice pack M6, M10
are selected to study azimuthal modulation in the MIZ durin , , o
the vintr reeze up. The penetation of ong wavelengih swE, 2, "1 34 #grs s it e RS- e, T boses ot e
waves into the uncoalesced MIZ sea ice may result in enougiNdata is from 1993. These regions were selected to be near the sea ice
surface slope to induce azimuthal modulation not coupl@dck edge.
to sea ice surface characteristics. The MIZ study regions
are selected based on enhanced-resolution imagery andiaré993 are selected and used in this study, as well as 14
selected to include regions where wave penetration is likegdditional regions selected near the ice edge. The study regions
Note in Fig. 3 the bright area near the ice pack edge. Thee illustrated in Fig. 5, and statistics for each region are given
subresolution scatterers in the MIZ cause a brighter microwawve Table |. The 14 MIZ areas are illustrated in Fig. 6, with
signature than other parts of the sea ice pack and have bettistics in Table Il. The study regions in the Weddell Sea
observed in the Labrador Sea MIZ [8]. are large and overlapping to provide a better picture of the

Although the manual evaluations provide only a crudeharacteristics of the sea ice pack in this highly dynamic
consistency check of the data, the check is sufficient foegion. The julian day (JD) in Tables | and Il reflect the
reviewing time periods and parameter ranges suitable fime period for which data was extracted in each region. In
evaluating azimuthal modulation. A total of 19 study regiongractice, smaller day ranges are used in evaluating azimuthal
in the Antarctic sea ice pack at various times of the yeamodulation to better approximate constant surface conditions.
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Fig. 7. Representative versus azimuth angle plot for sea ice. This regiorFig. 8. Representative” versus azimuth angle plot for sea ice. This region
is in the Weddell Sea region 11 in Fig. 54, which is the incidence angle is in the Weddell Sea region 18 in Fig. %4, which is the incidence angle
normalizeds?, is plotted. normalizeds?, is plotted.
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IV. ANALYSIS

The data is analyzed using two different methods. First, by
assuming that the data in each study region is representative |
of a single type of sea ice, the diversity of azimuth angles
in each study region data set leads to a natural test for
azimuthal modulation: plotting4 versus azimuth angle. If @ |
the ¢° spread in the data is low, any azimuthal modulatiori.f_1
should be apparent in these plots. Using small incidence ang
ranges reduces error introduced by the necessary correctigh
for incidence angle dependence.

Second, the fore-aft beam difference is examined. Because
the fore and aft beams are®9@part in azimuth, any significant
difference in azimuth response is likely to appear as a differ-
ence between the fore and aft beam measurements. In addition,
because the fore and aft beams have identical incidence angles;20 . .
no correction for incidence angle dependence is necessary, thus 45 90
eliminating a potential source of error in the analysis.

1

315 360

i}
i

T
3

T T
5 180 225 2
Azimuth (deg)

—_

PR S S 55 (I

Fig. 9. Representative® versus azimuth angle plot for Antarctic glacial ice.

A. A versus Azimuth A, which is the incidence angle normalized, is plotted.

Figs. 7 and 8 show representative pIots?bf/ersus azimuth

angle for small incidence angle ranges (37-)3%er seaice.  anp examination of Figs. 7 and 8 shows negligible azimuth
For comparison, Fig. 9 shows a representative plol Brsus  gngle modulation over sea ice. In all sea ice regions studied,
azimuth angle for a small incidence angle range over thgs opserved variation in azimuth anglecsf was less than 1
Antarctic ice sheet. The range ot is relatively high in the B Note that the plot in Fig. 9 shows significant modulation

ice sheet regions but is comparable to the spread foundiinazimuth in microwave signatures over land ice sheets.
plots of ice sheet response in Remiyal. [7]. These plots are

representative of the graphs produced in this study for all land _ i
and sea ice regions. B. Fore-Aft Pair Analysis

Based on the discussion in Section IlI-B, we can ignore Because the fore and aft beams have nearly identical in-
incidence angle dependence when the data is taken overidence angles and azimuth angles @part, it is probable
3—& range. A comparison of corrected and uncorrected pldtsat azimuthal modulation will be displayed in the difference
over small incidence angle ranges shows little difference between the fore and aft beam measurements. In this analysis,
the normalization angle is chosen to be within the incidentlee simple difference between fore and aft beam measurement
angle range. pairs are calculated, and bulk statistics for each study region
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scatterometer data for region 110. The dotted line is a Gaussian curve based 0 0
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are examined. In addition, the fore—aft difference over a limitedy. 11. Histogram of the difference of the fore and aft beams from the sea

azimuth range is examined over sea ice and land ice ice region 112. These graphs are over small azimuth angle ranges as noted
. ’ over each graph and illustrate the stability of the histogram mean in azimuth.

The difference between the fore and aft beam measuremeffis data set does not have measurements in an azimuth range, that azimuth

may be modeled by range is not illustrated in the figure.

D=(0%+Nr)—(c%+N4) (6)
350 : :

whereNr and V4 are independent Gaussian noise terms asso-

ciated with the fore and aft beam measurements, respectively. zg91 500 (Fore Beam Only) ]
We can predictD over an azimuthally isotropic medium. 300
For an azimuthally isotropic mediunzy. — 0% = 0 since 250 | ‘000 B [
the incidence angles for each measurement are equalDand Azimuth Angle (Deg) | \
becomes the difference of the noise terms: c 2000 \
@
D =Np—Nj4. (7) §150’ \ 1

Since the sum of two independent Gaussian random variables 100} ]
is a Gaussian random variable, we expect the fore—aft beam /
measurement difference to be a Gaussian random variable. 50|

Assuming the noise terms are zero mean, a histogram of j

W, \\ |

fore—aft beam measurement differences will be a zero mean 0_15 10 : 5
Gaussian distribution if the observed surface is isotropic in Fore-Aft 6O Difference (dB)
azimuth.

Fia. 10 sh le hist £ th . Fig. 12. Histogram of the difference of the fore and aft beams for scatterom-
. 9. S ows an _examp e . IStogram 0 _e sea '(_:e '&er data from glacial region G2. The inset is a histogram of azimuth angles
gions studied. The histogram is over all available azimutfom the fore beam only to illustrate the diversity of azimuth angles in this

angles. The dotted Gaussian curve fitted to the exampfedy region.
sea ice azimuth angle histogram is based on the mean and
standard deviation of the data in the histogram. As pre-

dicted, the data is Gaussian with a nearly zero mean |ogression of mean from positive at lower azimuth to negative

all the regions studied, the mean is less than 0.2 dB higher azimuth. A plot of the mean fore—aft difference for

every case. Fig. 11 shows similar histograms for the same azimuth bi_ns VErsus az_imu_th_angle is shown in Fig. 14.
region but over 19 azimuth angle ranges. Note that thél’he double sinusoid plot is similar to the Ku-band results

mean remains constant in each azimuth angle bin, whigh Remy et al [7] and is very similar to the geophysical
is not the case over land ice [6], as illustrated in Fig. 1 odel function used for retrieving near surface ocean winds

which shows a histogram from a land ice region. Over tH ustrated in [21].
bulk of the data in this land ice region, there is a nonzero
difference between the fore and aft beams, suggesting that
there is modulation in the ice sheet microwave signature.Of special concern are regions of sea ice near the periphery
Fig. 13 shows the same data but with histograms ovér 16f the sea ice pack. Unlike areas of open ocean, we do not
incidence angle ranges (compare with Fig. 11). Note tlexpect gravity or capillary waves to form and create azimuthal

Marginal Ice Zone
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poo, AZ100110 Az 110-120 V. SUMMARY
_ A detailed analysis of C-band ERS-1 scatterometer data
100 100 reveals that there is no significant azimuthal modulation (less
04 5 0 than 1 dB) evident in data taken over Antarctic sea ice at the
| Az 120-130 > Ag: 13%_140 s scale of the ERS-1 scatterometer measurements (nominally 50
< 200 —— 200 : km). Similar results have been recently obtained for Ku-band
E 100 100 NSCAT data. The consistency of the analysis methods used
= in this study was established by comparing sea ice results
0 ol : : . :
-5 0 5 5 0 5 with land ice sheet results. Using the same methodologies for
200, Az 140150, Az: 150-160 both land and sea ice, azimuthal modulation is shown to be
negligible in the sea ice regions studied. In contrast, land
100 100 . . L. . . .
ice study regions exhibit significant azimuthal modulation.
0g 5 5 0F 5 : This result is consistent with the results of previous studies

of azimuthal modulation over land ice sheets. Areas in the
MIZ, where long wavelength swell waves can penetrate deep
100 into the ice pack, also displayed negligible levels of azimuthal
modulation in the ERS-1 scatterometer measurements.

200 Az: 160-170

05 0 5
Fore-Aft 60 Difference (dB)
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