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ABSTRACT

Backprojection for Synthetic Aperture Radar

Michael Israel Duersch
Department of Electrical and Computer Engineering

Doctor of Philosophy

Synthetic aperture radar (SAR) is a type of radar capable of high-resolution coherent
imaging. In order to produce coherent imagery from raw SAR data, an image formation algo-
rithm is employed. The various image formation algorithms have strengths and weaknesses.
As this work shows, time-domain backprojection is one algorithm whose strengths are par-
ticularly well-suited to use at low-altitudes. This work presents novel research in three areas
regarding time-domain backprojection.

The first key contribution of this work is a detailed analysis of SAR time-domain back-
projection. The work derives a general form of backprojection from first principles. It char-
acterizes the sensitivities of backprojection to the various inputs as well as error sources and
performance characteristics. This work then shows what situations are particularly well-suited
to use of the backprojection algorithm, namely regimes with turbulent motion and wide vari-
ation in incidence angle across the range swath (e.g., low-altitude, airborne SAR).

The second contribution of this work is an analysis of geometric signal correlation for
multi-static, sometimes termed multiple-input and multiple-output (MIMO), imaging. Multi-
static imaging involves forming multiple images using different combinations of transmitters
and receivers. Geometric correlation is a measure of how alike observations of a target are
from different aspect angles. This work provides a novel model for geometric correlation
which may be used to determine the degree to which multi-static images are correlated. This in
turn determines their applicable use: operating in the highly correlated regime is desirable for
coherent processing whereas operating in a lower-correlation regime is desirable for obtaining
independent looks.

The final contribution of this work is a novel algorithm for interferometry based on
backprojected data. Because of the way backprojected images are formed, they are less suited
to traditional interferometric methods. This work derives backprojection interferometry and
compares it to the traditional method of interferometry. The sensitivity and performance
of backprojection interferometry are shown, as well as where backprojection interferometry
offers superior results. This work finds that backprojection interferometry performs better
with longer interferometric baseline lengths or systems with large measurement error in the
baseline length or angle (e.g., low-altitude, airborne SAR).
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Chapter 1

Introduction

1.1 Purpose

Synthetic aperture radar (SAR) is a type of radar designed to form high-resolution

images. The distinguishing feature of SAR is the use of relative motion between the radar and

its target in order to obtain the high resolution. Because of the need for motion, SAR sensors

are typically placed on airborne or spaceborne platforms in order to perform remote sensing

of the Earth.

Optical based imaging is limited in ways that SAR imaging is not. The pixel resolution

of optical sensors is based on angles, meaning that as the distance from the sensor to the target

is increased, the resolution becomes poorer. In SAR, the resolution is based on the nature of

the signal and is independent of the range to the target. This means that a SAR sensor may be

one hundred meters above the ground or one hundred kilometers above the ground and have

the same pixel resolution. The frequencies of typical SARs allow the electromagnetic waves

to pass through clouds, smoke, rain and other such obstacles unperturbed. Additionally, as

a radar provides its own illumination, it may operate in complete darkness. Besides these

differences, SAR is also a coherent sensor. A coherent sensor is able to measure the phase of

the propagating wave in addition to its intensity. The ability to measure phase provides insight

into the precise distance the wave has traveled. For these and other reasons, SAR technology

has wide application in a variety of areas, both civilian and military.
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The creation of SAR images requires the use of an image formation algorithm. An

image formation algorithm takes the raw data (i.e., phase history measurements) received by

the system, and through a step-by-step list of mathematical operations, calculates the pixels

that form the output image. The earliest SARs produced analog images through a sophisticated

network of optical lenses. Beginning in the late 70s, digital methods were employed. Since

then, many imaging algorithms have been invented. The majority of those actually used in

practice belong to a family known as frequency domain algorithms. Frequency domain methods

perform calculations with respect to the frequency of a signal rather than the timing of the

signal.

Frequency domain methods are advantageous because they are computationally effi-

cient. Nevertheless, they have drawbacks. Performing calculations in the frequency domain

requires making assumptions that do not hold in all types of imaging scenarios (e.g., low

squint, spotlight mode geometry, narrow range swath, etc.) This means that frequency do-

main methods may need to be modified in order to suit a particular situation. Frequency

domain methods also assume that the radar data have been sampled regularly. Because this

is generally not the case, especially in airborne SAR, a step prior to image formation known

as motion compensation is required. Motion compensation does well at meeting the sampling

assumptions of frequency domain methods, however it is not able to account for it perfectly.

Finally, frequency domain methods produce output images in what is called the slant-plane.

The slant-plane is the line-of-sight plane that is implicit in the way radar observes a scene. In

a slant-plane image, targets that are closer to the radar appear to be stretched longer than

the actually are. Other imaging artifacts exist as well. In order to rectify this, a post-image

formation step known as orthorectification or georegistration is performed to map the slant-

plane image into the ground-plane. The ground-plane is the overhead view that resembles the

point-of-view of satellite optical imagery.

There are other image formation algorithms besides the frequency domain methods.

One such method, which is the focus of this dissertation, is time domain backprojection. As the

name suggests, time domain backprojection does not form images in the frequency domain.

Instead, backprojection forms images by matched filtering radar data according to what it

expects to receive. In this way, backprojection may be considered an ideal matched-filter for
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SAR. Backprojection doesn’t suffer from the same limitations as the frequency domain meth-

ods. No separate motion compensation step is required because the backprojection algorithm

handles non-ideal motion/sampling implicitly. Additionally, the same algorithm may be used

for all imaging geometries. A more detailed comparison of frequency domain methods versus

backprojection is given in Chapter 3. The downside to time-domain backprojection is that it is

more computationally expensive than the frequency domain methods. This disadvantage has

limited the widespread adoption of backprojection.

Perhaps due to the computational expense of backprojection, there is a dearth of anal-

ysis of backprojection in literature. This has often lead researchers to treating backprojection

as a second-tier algorithm. However, because of backprojection’s advantages, this author be-

lieves it deserves more interest. This is especially true because modern technology has vastly

increased the ability to perform parallel computations, where multiple operations can execute

simultaneously. Backprojection is highly parallelizable. Because of this, the computational

expense of backprojection is becoming less relevant. This means that backprojection may be

compared to frequency domain methods by its quality and merits rather than its computational

efficiency.

This dissertation extends the body of knowledge of time-domain backprojection for

synthetic aperture radar. The dissertation provides a generalized formulation of the back-

projection algorithm and examines its strengths and weaknesses. Geometric correlation for

multiple input and multiple output (MIMO) SAR is analyzed, which measures how alike mul-

tiple signals are when they observe the same target from different angles. The dissertation

presents research into backprojection interferometry. Interferometry is a technique that uses

superimposed waves to infer additional information about the waves. This dissertation also

shows situations that are particularly fitted to backprojection. Specifically, it is seen that back-

projection is well-suited for low-altitude use.

1.2 Contributions

This dissertation makes novel contributions to the field of synthetic aperture radar,

particularly in regard to the backprojection algorithm. These contributions are organized into

3



three primary categories: generalized time-domain backprojection fundamentals, multistatic

geometric correlation, and interferometry.

The first main contribution of this dissertation is regarding the time-domain backpro-

jection algorithm. The dissertation derives generalized time-domain backprojection from first

principles. This derivation is novel in that it formulates backprojection in a more straight-

forward manner than currently exists in literature. The derivation introduces the concept of

focusing errors caused when the phase-center of a scattering-cell is not the physical center

of that cell, which means that from the point of view of the radar, the apparent center of a

group of scatterers is not their actual center. If the phase-center is at the physical center (or

similarly, if the exact location of the phase-center is known), then in principle it is possible to

achieve perfect imaging. Additionally, the derivation introduces the idea of nominal residual

phase, which is related to these focusing errors and is a symptom of the unknown location of

the phase-center of each scattering-cell. In order to make later analysis tractable, the analysis

uses an approximation for the hyperbolic range from the antennas to the target based on the

Bakhshali approximation, which is novel for SAR. The dissertation performs an analysis of the

various sensitivities of the backprojection algorithm to the radar and geometric parameters as

well as an analysis of several performance characteristics of backprojection. Specifically, con-

tributions are made showing the effects of height errors in the digital elevation map used in

image formation. It also shows that there is a maximum useful azimuth antenna beamwidth

for SAR due to the unknown phase-center of the scattering-cells. The contribution to this area

concludes by showing that backprojection is not affected by antenna squint, something that

particularly troubles frequency domain methods.

The second main contribution of the dissertation concerns multistatic geometric cor-

relation. Multi-static, or MIMO, imaging denotes forming multiple images using different

combinations of transmit and receive antennas. Because antennas cannot physically occupy

the same space, they view an illuminated scene from different angles. The difference in view

leads to a decrease in signal correlation. Multistatic geometric correlation is a measure of the

degree to which multiple images of the same scene taken from different angles are coherent

(i.e., have the same phase). While geometric correlation for SAR has been studied in the past,

multiple models exist and there is no current work in literature that compares each of them
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to show which is most appropriate in a specific situation. Furthermore, each of the models

from literature make assumptions that may not be appropriate in some scenarios. Using the

backprojection foundations given, the dissertation presents a new model of geometric correla-

tion that makes fewer assumptions than the originals. A key finding is that when taken on the

average, the total number of scatterers inside a scattering-cell does not affect the correlation

statistics: one random target behaves the same way as many. The dissertation finds that for

practical imaging situations, when all antennas are placed on the same imaging platform, the

resulting images are highly correlated.

The final contributions relate to backprojection interferometry. As stated above, SAR

interferometry uses the superposition of multiple images to obtain more information and one

practical application of it is the generation of height maps of an imaged surface. This dis-

sertation derives a new method of SAR interferometry based on backprojected imagery. The

matched filter used for backprojection makes backprojected images unsuited to traditional

SAR interferometric methods, which necessitates a new method. The dissertation compares

traditional interferometry to backprojection interferometry, followed by a comparison of their

respective sensitivities to their input parameters. The comparison shows that despite both

being based on the phase difference of two images, both perform quite differently. A key

observation is that backprojection interferometry is insensitive to errors in measurement of

the interferometric baseline–a matter that is critical in traditional interferometry. The analy-

sis shows the minimum baseline length for which backprojection interferometry outperforms

traditional interferometry. The backprojection interferometry analysis presented may be the

largest contribution of this dissertation because it shows that low-altitude interferometry is

feasible in situations where traditional interferometry is unsatisfactory.

1.3 Outline

This dissertation is organized as follows:

• Chapter 2 provides the background information and context necessary to understand

the material presented in the subsequent chapters. This includes a discussion of target
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scattering and background of the SAR model. A simple algorithm for frequency domain

image formation is presented.

• Chapter 3 provides a general derivation of time-domain backprojection. As the general

form is extremely computationally expensive, a section showing when certain approxi-

mations may be made to simplify computation is included. Next, the chapter presents an

analysis of backprojection’s sensitivities to phase-center displacement, non-ideal motion,

and the mean position of the imaging platform. This leads to an investigation of gen-

eral performance characteristics of backprojection: elevation map errors, phase-center

effects, antenna position estimates, and maximum azimuth beamwidth. The chapter

ends with a discussion of which imaging conditions are especially befitting backprojec-

tion, as well as the navigational system requirements to achieve an acceptable level of

performance for a given imaging geometry.

• In Chapter 4, an analysis is made of geometric pixel correlation for multistatic imaging.

It begins with a discussion of the motivations for a new analysis of correlation. After that

is a presentation of the possible multistatic imaging geometries. The chapter provides an

analytic solution for the geometric correlation in the case of a single scatterer. The chap-

ter then presents a numeric solution for the case of multiple scatterers. A comparison is

made of the new analytic and numeric methods to the previous correlation models. The

chapter concludes with a discussion of example multistatic geometries and their relative

levels of correlation.

• Chapter 5 presents a novel interferometry algorithm based on backprojection image for-

mation. First, it derives interferometry for backprojected images and compares the result

to traditional interferometry. It is shown that the two methods differ in form and the tra-

ditional interferometry equations may not be applied directly to backprojected imagery.

The chapter then performs a detailed sensitivity analysis of both methods to baseline

length, baseline angle, range to target, and target displacement. Next, the chapter ex-

amines the performance of backprojection interferometry. It considers the effects of DEM

and phase/baseline accuracy, and develops the notion of the transition baseline, which is
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the minimum baseline length where backprojection begins to perform better than tradi-

tional methods. The chapter ends with a discussion of which situations are particularly

well-suited to backprojection interferometry.

• Chapter 6 concludes this dissertation. It gives a a summary of the results of the chapters

and specifies the contributions made. It ends with a discussion of possible areas of future

research.

• Appendix A details an autofocus algorithm well-suited for use with the backprojection

algorithm.

• Appendix B derives range and azimuth compression for the range-Doppler algorithm.

• Appendix C provides some of the SAR figures of merit, including resolution and signal-

to-noise ratios.
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Chapter 2

Background

Synthetic aperture radar is an important tool in earth remote sensing. In conventional

side-looking airborne radar (SLAR) systems, an antenna is mounted on the side of an aircraft

and the radar observes a scene it illuminates while the platform is in motion. The along-track

resolution of SLAR is dependent on the size of the illumination footprint. Synthetic aperture

radar (SAR), on the other hand, uses the antenna motion to achieve much better resolution in

the direction of motion than is possible by conventional means [1]. A SAR can be thought of

as a system that uses motion to synthesize a uniform, linear antenna array and create a highly

focused beam capable of achieving high azimuthal resolution.

High azimuth resolution is just one of many reasons that make SAR a popular imaging

sensor. SAR provides its own illumination, can “see” through clouds and rain, has resolution

that is independent of platform altitude, and modern systems have the ability to image at

centimeter-level resolutions [2]. For these and other reasons, SAR is used in a variety of

remote sensing applications.

In order to form images from a collection of pulses, SAR data must be combined in a

coherent way (i.e., utilize both phase and magnitude of the data). The coherent processing

does this by performing range and azimuth focusing or compression, which transforms the raw

phase history data into a complex valued image. A particular method for creating an image

is called an image formation algorithm. Many such algorithms are described in books and

literature [3, 4, 5]. Several these algorithms are briefly discussed at the end of this chapter.
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This chapter provides context for the research presented in the dissertation. It also de-

scribes the SAR background essential to understanding the research. First, the SAR geometry

and definitions are presented. Next is a discussion of SAR compression from the viewpoint

of the range-Doppler algorithm. Finally, a brief overview of several other common image

formation algorithms are introduced.

2.1 Geometry

Several SAR operational modes exist. Much of this dissertation focuses on stripmap

mode SAR, where the radar is attached to an aircraft or spacecraft which moves at a constant

velocity and linear trajectory and the antenna maintains a boresight pointing orthogonal to

the flight track. This mode of imaging is illustrated in Fig. 2.1. It is termed stripmap because

the radar creates a continuous strip along the direction of travel.

In addition to stripmap mode imaging, a few of the other SAR modes are briefly men-

tioned for completeness: spotlight, scanning, squinted, and circular. In spotlight mode SAR,

the antenna beam is steered to remain fixed on a given target. This means that the dwell time

on the target is longer than for stripmap mode imaging. The result of a longer dwell time

is both increased signal-to-noise ratio (SNR) as well as improved (finer) azimuth resolution.

The cost is a reduction in spatial coverage. The analysis of spotlight mode SAR is similar to

stripmap, except that some of the processing steps are simplified [4]. Scanning SAR steers the

beam in range (i.e., elevation angle) in order to achieve greater spatial coverage in ground-

range at the expense of azimuth resolution. Squinted SAR purposefully squints the antenna

beam forward ahead of the platform in order to observe targets that are still some distance

away (in azimuth). Generally, this mode is only used in airborne systems, particularly for mil-

itary applications. Finally, circular SAR is the only mode where the platform does not travel in

a straight line. Instead, the platform circles around a target and spotlights it. Because some

targets appear differently at particular aspect angles, circular SAR allows for observing a more

complete spectrum of the target’s signature.

A few terms regarding the stripmap mode collection geometry shown in Fig. 2.1 are

defined. The imaging surface is termed the ground-plane. The direction of travel is called the
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Figure 2.1: Side-looking SAR geometry. The coordinates (x̂, ŷ, ẑ) refer to the along-track,
ground-range, and elevation dimensions.

along-track, azimuth, or slow-time dimension and is denoted x̂. On the ground-plane, perpen-

dicular to the azimuth direction is the ground-range, or fast-time dimension and is denoted

ŷ. The height or elevation dimension is perpendicular to the ground-plane and is denoted

ẑ. Both ŷ and ẑ may be considered cross-track dimensions, though some refer to cross-track

ambiguously as the ground-range dimension only.

Consider a target at position (x0, y0, z0). The range from an antenna on the SAR plat-

form to that target is given by

r =

√
(x(t)− x0)2 + (y(t)− y0)2 + (z(t)− z0)2, (2.1)

where x(t), y(t), z(t) are the coordinates of the antenna as a function of time. If the instan-

taneous velocity of the aircraft is always in the direction of the flight track, then the platform

reaches the point of closest approach (PCA) when x(t) = x0. For a given target, it is common

to reference the PCA as occurring at time t = 0. Using this convention, x(0) = x0. The range

at the PCA is then

r0 =

√
(y(0)− y0)2 + (z(0)− z0)2. (2.2)
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A flight track is considered to be ideal if it is a perfectly straight line. When this is the

case, both y(t) and z(t) are constant and Eq. 2.2 may be substituting into Eq. 2.1 yielding

r =

√
(x(t)− x0)2 + r2

0, (2.3)

or
(x(t)− x0)2

r2
+
r2

0

r2
= 1, (2.4)

which is a common expression for a hyperbola. Thus, an ideal, straight flight track leads to a

hyperbolic range-to-target.

When the center of the antenna beam in azimuth illuminates a target at the same time

the platform reaches the point of closest approach, then it is said there is zero squint at the

PCA. An example of squint is given in Fig. 2.2. Squint is generally undesirable in SAR unless

the imaging mode specifically demands it. In zero squint imaging, it may be assumed that the

range and Doppler dimensions are orthogonal. When squint is non-zero, this assumption no

longer holds. If the squint is significant then the imaging algorithm must specifically account

for it or the resulting image quality suffers (e.g., distortion, de-focusing, misplacement, etc.)

One final note on geometry nomenclature is necessary. When the SAR utilizes a single

antenna for both transmitting and receiving, it is termed monostatic. If the transmit and

receive antennas are separated then it is bistatic. If distinct transmit and receive antennas are

used, but are only separated by a small distance, then they may be termed pseudo-monostatic,

as bistatic often implies widely separated antennas. Finally, multistatic refers to the use of

multiple images from several monostatic and/or bistatic configurations.

2.2 Targets

A target is any illuminated object in a scene that reflects (scatters) transmitted energy

toward a receive antenna. The received signal is a time-delayed copy of the transmit signal

reflected by the target. Targets may be classified into two categories: discrete and distributed.

Discrete targets, also called point targets, are small with respect to the resolution of the radar.

For example, a corner reflector, a fence post, or even an aircraft are examples of discrete
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Figure 2.2: Squinted SAR geometry. The beam pointing in azimuth is not perpendicular to
the direction of flight.

targets. Distributed targets, also called extended targets, are made up of many individual

scatterers inside a resolution cell. For example, a field of grass or a dirt road are distributed

targets.

This leads to the idea of a scattering-cell. A scattering-cell is a three dimensional volume

that contains a group of scatterers that cannot be uniquely resolved (i.e., they are closer

together than the resolution of the radar). All of the scatterers illuminated by the radar fall

into a grid of scattering-cells. The exact dimensions of the cell are dependent on the resolution

of the SAR and the imaging geometry. A depiction of a scattering-cell is shown in Fig. 2.3. The

signals returned from the scattering-cells are resolved by the SAR into pixels in the output

image. Note that throughout this dissertation the term pixel refers to the imaged signal and

scattering-cell refers to the physical location being imaged.

Typically, the scattering-grid observed by the radar maps directly to the physical grid.

There are exceptions to this, however, if the terrain slope is greater than the incidence angle,

then taller objects appear closer than shorter objects because the taller ones are closer to the
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Figure 2.3: Illustration of a scattering-cell. Point A is the antenna position and point C is the
center of the scattering-cell.

radar. This is known as layover. Likewise, if the terrain slope is less than the negative of the

incidence angle then those targets fall within a radar “shadow” and are unobservable.

As the platform travels, many observations of the scattering-cells are made. Each

observation is accomplished by a pulse. The rate at which pulses are transmitted is called the

pulse repetition frequency (PRF). This leads to the concept of fast-time vs. slow-time. Fast-time

refers to the timing inside each transmitted pulse and equivalently, the timing in which the

pulse is sampled. Since the pulse propagates at the speed of light, this is fast time indeed.

Slow-time, on the other hand, refers to timing on the order of multiple pulses. In other words,

fast-time measures range-to-target and slow-time measures along-track distance. In fast-time,

it is often assumed that the platform does not move significantly through the duration of a

pulse.

In order to meet Nyquist sampling requirements in the along-track dimension, at least

one pulse must be received for every distance covered that is equal to the along-track resolu-

tion of the radar (i.e., if the resolution is 1 m then a pulse must be received every 1 m that the

platform moves along-track). SAR resolution is discussed in Appendix C.

When data are collected from the SAR, every target’s two-dimensional signature is

spread in both the fast-time and slow-time. In order to form an image, the response of each

target must be compressed. This compression process must be preformed in both the range

14



direction and azimuth directions. There are many ways to consider SAR and its associated

compression, the following sections present compression from the range-Doppler matched fil-

ter point of view, which is not only the most widely used method, but also the original digital

method.

2.3 Range-Doppler Compression

This section describes the SAR transmit waveforms and an overview of range-Doppler

compression [i.e, the range-Doppler algorithm (RDA)]. Several types of transmit waveforms

may be used for the transmitted pulse. The waveform used most often is a linear frequency-

modulated waveform (LFM). This type of waveform has properties that are particularly suited

for use with radar, including the advantage of having a larger bandwidth while keeping the

pulse duration short and having an envelope with constant magnitude [1, 6]. Additionally,

small mismatches in Doppler do not change the general shape of the pulse nor reduce the

amplitude significantly (although mismatches do shift the pulse in time). This is significant

since radar typically involves relative motion of the sensor and/or targets. LFM is the most

common signal type used in practical SAR applications [4].

An LFM chirp is a sinusoidal signal with linearly varying frequency. A complex LFM

chirp can be written as exp(jπβt2) where β is the chirp rate. The time derivative of this phase

term gives the frequency 2πβt: a linear function in time. Multiplying by a time-shifted copy

of its conjugate (matched filtering) results in a signal with linear phase whose frequency is

proportional to the time shift. This property is used in range compression, shown below.

There are two types of LFM transmit signals: pulsed and continuous-wave. An exam-

ple of both is illustrated in Fig. 2.4. Pulsed radar transmits a single envelope then has a delay

where nothing is transmitted before the next pulse is sent out again. This ensures that the

radar is not transmitting during reception of the scattered signals. This means the same phys-

ical antenna may be used for both transmit and receive (i.e., monostatic). Continuous-wave

radar has no (or very little) delay between pulses and is essentially always transmitting, even

during reception of the scattered signals. Generally, this means the same antenna may not be

used for transmit and receive in this case (i.e., pseudo-monostatic or bistatic).
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Figure 2.4: Example of linear frequency modulated waveforms. (a) Pulsed (b) Continuous-
wave.

Most SAR systems employ pulsed signal transmission. Pulsed transmission involves

transmitting a quick burst of electromagnetic radiation then receiving reflections off targets,

and repeating the process. The term pulse repetition interval (PRI) refers to the elapsed time

between pulse transmissions. PRF refers to the number of pulses transmitted per second, and

is equivalent to the reciprocal of the PRI.

Linear frequency-modulation continuous-wave (LFM-CW) radar continuously and si-

multaneously transmits and receives. Although the signal is continually being transmitted in

LFM-CW, it is possible to draw an analogy between pulsed and LFM-CW methods. As seen in

Fig. 2.4, the frequency of the transmit signal increases, then decreases, then increases again

and so on. The time interval it takes for the frequency oscillation to ramp up and back down

is considered the PRI, and hence the number of up/down ramps per second is the PRF. Note

that while the up-ramp and down-ramp periods are identical in the figure, in practice this may

not be the case (e.g., the down-ramp period may be very short).
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A key difference between the two transmit types is that pulsed radar generally mixes

the received signal down to some intermediate frequency, then samples and stores the data,

while LFM-CW radar mixes the received signal with the transmitting signal (essentially a de-

layed copy of itself), then samples. This process of mixing the received signal with the transmit

signal is known as dechirping and has the advantage of requiring a lower sampling frequency

at the expense of requiring a higher dynamic sampling range. LFM-CW radar also has the

advantage of consuming less power than pulsed radar for a given SNR. This is because LFM-

CW transmits pulses of much longer duration. The longer pulse length yields more energy

contained in a single pulse.

The process of range compression for pulsed LFM involves matched filtering the re-

ceived data with the transmit waveform. A derivation of this appears in Appendix B. The

process of range compression for LFM-CW SAR is somewhat simpler than pulsed SAR, mostly

due to the dechirped nature of the data. Dechirping allows data to be sampled at a much lower

frequency and still meet the minimum Nyquist rate. This is due to the fact that most of the

energy of each target’s signature has already been compressed. There is a drawback, however.

While pulsed SAR must be recorded at a high sampling rate because of its high frequency, it

has low dynamic range and can be sampled using only a few bits. Because the signature of an

LFM-CW signal has already been compressed in frequency, a higher sampling dynamic range

is required and quantization noise becomes a factor. In general, wider dynamic sampling at

a slower rate is less complicated, therefore simpler analog-to-digital (A/D) hardware can be

utilized, resulting in an overall lower costing system. A derivation of range compression for

dechirped, LFM-CW SAR appears in Sec. B.1.2.

Once range compression has been performed, the next step of image formation is to

focus the target’s signature spread in azimuth. This is known as azimuth compression. Azimuth

compression may be accomplished similarly to pulsed range compression, i.e., matched filter-

ing. The difference lies in the matched filter used. Whereas pulsed radar data are matched

with the transmitted LFM chirp, the phase histories in azimuth are matched with the Doppler

chirp corresponding to each range slice (i.e., the group of data in slow-time representing a

given range-to-target). For ideal motion, this chirp is also LFM and is a result of the change

in propagation phase of scattered signals as the platform travels in the along-track dimen-
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Figure 2.5: Example SAR raw waveform of two point targets. Because the energy of the
targets has not been compressed, it is difficult to identify their location or magnitude.

sion. Based on the assumption of accurately known platform velocity and range-to-target,

the Doppler chirp for each range slice can be calculated analytically. Azimuth compression is

derived in Sec. B.2.

The following figures provide illustrations of SAR data before and after compression.

Figure 2.5 shows an example of two point targets, each at position 0 m in azimuth, but at 40 m

and 90 m in range. As evidenced by the figure, without processing, the individual signals from

the targets are difficult to resolve. Figure 2.6 shows an example of range compression for the

raw data. The energy of the two targets that was previously spread in the fast-time dimension

is now compressed. The compression in range shows the sinc like behavior of the point-spread

of LFM autocorrelation. In azimuth, the targets exhibit the the response of the Doppler chirp.

Compression of the Doppler chirp (i.e., azimuth compression) is shown Figure 2.7.
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Figure 2.6: Example SAR range-compressed waveform corresponding to the raw data of
Fig. 2.5. After compressing each pulse, two distinct phase histories corresponding to each
of the point targets are visible at different ranges.

2.4 Introduction to More Frequency Domain Algorithms

The family of frequency domain algorithms are the primary methods of SAR image

formation. The frequency domain methods share many of the same characteristics, including

that they image in the slant-plane. The chief algorithms are range-Doppler, omega-k, chirp

scaling, and polar formatting. These are briefly introduced below. A thorough treatment of

them appears in [3, 7].

19



Figure 2.7: Example azimuth-compressed waveform from a SAR. The sinc response in range
and azimuth is apparent.

The range-Doppler algorithm (RDA) was described in the previous section. The range-

Doppler algorithm was the first digital algorithm used for focusing SAR phase history data.

The algorithm is very robust and able to form images, though not perfectly, even when veloc-

ity and motion estimates are poor. The downside is that the formation is not perfect and extra

processing steps are required to handle range cell migration and coupling of range and az-

imuth (i.e., squint). The handling of this coupling is performed by a step known as secondary

range compression (SRC).

The omega-k algorithm is also called the range-migration algorithm or seismic process-

ing. It comes from the field of seismic signal processing where geophones are placed linearly

on the ground and acoustic waves are used to sense features below the surface. Rocca [8], in

the late 80s, was the first to apply these seismic techniques to SAR. As the name implies, in

omega-k the important aspects happen in the 2-D frequency domain (omega is range angular

frequency and k is azimuth wavenumber). After transforming to the 2-D frequency domain,
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the data are multiplied by a reference function which performs compression but only perfectly

at a single range. This step is known as bulk compression. Afterward, differential compres-

sion is performed to focus the surrounding data and is done by Stolt mapping, which is a one

dimensional interpolation in the range frequency dimension. Omega-k is able to focus wide

azimuth apertures and relatively high squint angles [3].

The chirp scaling algorithm was developed concurrently but independently in the early

1990s by Cumming and Wong at MacDonald Dettwiler and by Runge and Bamler in Oberp-

faffenhofen at the German Aerospace Center (DLR). Chirp scaling may be viewed as an ap-

proximation of the omega-k solution, but without the Stolt interpolation. It performs opera-

tions in both the azimuth-frequency/range-time and the azimuth-frequency/range-frequency

domains. Its main limitations are wide azimuth apertures and/or high squint. It is computa-

tionally more efficient than omega-k [3].

Finally, the polar formatting algorithm is a method of compressing spotlight mode SAR

data. In it, the raw phase histories are sampled onto a polar grid, instead of a rectangular one.

Polar formatting is unique in that under ideal circumstances, azimuth compression may be

performed by a Fourier transform in azimuth [4].

In all of these algorithms, a preprocessing step known as motion compensation is typ-

ically used. Motion compensation involves correcting for motion errors due to deviations

from the assumed straight line, constant heading, constant velocity movement of the plat-

form. Motion compensation is essential to obtaining well-focused imagery when significant

path non-idealities are present. Detailed specifics of motion compensation appear in [9, 10].

These algorithms share the common element that certain assumptions are made that

allow for more computationally efficient processing of the data. These assumptions usually

result in convolution processing, which is aided through use of a Fourier transform to the

frequency domain. The drawback to this is that each algorithm has limits on which modes and

geometries may be used with it. There is a more general method for SAR signal processing

which places fewer requirements on imaging mode and geometry. This is the backprojection

algorithm introduced in the next chapter.

Figure 2.8 shows example images created from SAR data [11]. Subfigure (a) shows an

image formed by the range-Doppler algorithm and subfigure (b) shows the same data formed
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by backprojection. The images are of arctic sea ice taken by the CASIE SAR in July 2009.

Notice that there is finer detail present in the backprojected image. Additionally, the RDA

image has blurring in azimuth due to uncompensated motion.

After azimuth compression, the data are in complex form. Simple images are created

by representing each pixel as the magnitude of each complex data point. Phase representations

of the data are also possible. Once the SAR compression schemes are completed and processed

images are available, other processing techniques can be performed. In order reduce speckle

noise in SAR images, multilook averaging is often performed whereby the magnitude value

of adjacent pixels are averaged in order to improve radiometric resolution at the expense

of spatial resolution [3]. Another post-processing technique available when multiple receive

channels are present is interferometry [12, 13].

Interferometry involves using target phase differences from multiple images to create

a topographical height-map of an imaged landscape. Although the range-resolution of a radar

is typically not fine enough to unambiguously recover the exact distance a propagation wave

travels, through the use of two receive antennas, the difference in path length between the two

can be determined with great precision. Interferometry uses this in order to obtain the height

of a pixel’s scattering-cell.
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Figure 2.8: Image comparison of (a) the range-Doppler algorithm and (b) backprojection.
The images are of arctic sea ice taken by the CASIE SAR in July 2009.
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Chapter 3

Time-domain Backprojection

3.1 Introduction

Synthetic aperture radar (SAR) is a class of radar that utilizes platform motion to

obtain finer resolution in the along-track dimension than that given by the along-track illu-

mination footprint [3]. Researchers have developed many algorithms over the past several

decades to form images from raw SAR phase history data [8, 14, 15, 16, 17, 18, 19]. Most

SAR algorithms are founded on the use of frequency domain techniques and have been ana-

lyzed in great detail [3, 4, 20, 21, 22, 23, 24, 25]. However, time-domain backprojection is one

class of image formation techniques that does not fall under the frequency domain category.

Frequency-domain methods make varying assumptions about squint, range curve mi-

gration, platform motion, point spread homogeneity, and others. Time-domain backprojection,

on the other hand, makes few assumptions. The main assumption it makes is that the imag-

ing geometry is known precisely. Because backprojection makes fewer assumptions and can

model the ideal SAR matched filter, with respect to the frequency-domain methods it enjoys a

number of advantages which are listed below. (Note: not all frequency domain methods share

the same limitations, but all are limited in at least one of the following areas.)

• Invariant to imaging mode. Backprojection utilizes the same algorithm regardless of

imaging mode. Frequency domain methods, on the other hand, typically require mod-

ification depending on the imaging mode and geometry. For example, a different algo-

rithm is used for stripmap and spotlight modes. Many of the frequency domain methods
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require special processing steps when the illumination footprint has non-zero Doppler

centroid or for highly squinted geometries.

• Indifference to unambiguous aliasing in azimuth. Ambiguous azimuth aliasing oc-

curs when along-track frequencies exceed the Nyquist spatial sampling requirements.

Unambiguous aliasing occurs in squinted geometries where the signal bandwidth does

not exceed the sampling requirements but has undergone “spectral wrapping.” Given

the pulse repetition frequency (PRF) is high enough to avoid ambiguous signal aliasing

in Doppler (i.e., azimuth), backprojection is insensitive to the number of spectral wraps

that occur in squinted geometries.

• Space/time matched filter. Backprojection fully uses information about the imaging

geometry to produce a pixel-by-pixel varying matched filter to approximate the expected

return signal. This includes higher order effects such as antenna gain compensation

(phase and magnitude) on an individual pulse basis. The frequency domain methods

can only roughly compensate for higher order effects as they are convolution based and

thus use the same response across the entire processing window.

• Motion compensation. Implicit in the backprojection algorithm is motion compensa-

tion that utilizes available ground information (see the previous point). This advantage

becomes more significant at lower airborne altitudes.

• Multi-static imaging. Multi-static imaging geometries where transmit and receive an-

tennas are widely separated with incongruous motion (e.g., two platforms moving in

non-parallel paths) are incompatible with most traditional methods. Backprojection

handles these situations gracefully (given the positions are known).

• Ground-plane imaging. Orthorectification is a process that maps slant-plane SAR im-

agery to the ground-plane. It is often a necessary post-image formation step to cor-

rect image perspective for human visualization. Backprojection explicitly images in the

ground-plane making the orthorectification step unnecessary. Topography can be ex-

plicitly included, which reduces image artifacts due to terrain relief. Frequency domain
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methods implicitly image the target scene in the slant-plane and therefore require or-

thorectification.

• Swath width. Backprojection places no fundamental limits on imaging swath other

than those imposed by the geometry and physics of the radar (e.g. minimum PRF, etc.).

Backprojection is able to handle geometries where the relative velocity between the

antenna and the scene varies across the imaging swath. Frequency domain methods are

commonly limited in these regards.

• Pulses may be processed as they are received without buffering. Frequency domain

methods involve, as the name implies, performing a transform to the frequency domain

and accordingly must buffer a certain amount of data. This may constitute a considerable

amount of memory depending on the synthetic aperture length. Backprojection can

process each pulse as it is received without the need for any additional buffering of the

raw data.

• Azimuth segmentation. When convolving two signals where one is very long, the “over-

lap and save” method, also called azimuth segmentation, is often used which segments

the longer signal and performs the convolution in steps, saving a portion of the result

and discarding the rest. Not only does backprojection not require azimuth segmentation

because the output image may be one continuous array (see the previous point), but

this may also lead to better continuity between images when placed adjacently. As the

frequency domain methods are convolution based they require azimuth segmentation.

• Image subset. Backprojection easily handles imaging a subset of a scene with great

computational improvement (equivalent to the percentage of pixels not imaged). Fre-

quency domain methods generally require all of the pixels contributing to the scene to

be imaged simultaneously, or have limited computational savings when imaging a subset

of the scene.

• Simplicity. Of all the SAR image formation algorithms, backprojection may have the

simplest description of them all. With range-compressed data as the input, backprojec-

tion may be described with one equation denoted by the summation of two terms. Only
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the range-Doppler algorithm without motion compensation, range curvature migration

compensation, or secondary range compression approaches this level of simplicity.

While the backprojection algorithm exhibits a remarkable number of advantages over

the frequency domain methods, it has two main disadvantages: computational expense and

the requirement for precise knowledge of imaging geometry. Computational complexity has

traditionally been the limiting factor preventing the wide adoption of backprojection for SAR

image formation. In recent years however, advancement in computational capabilities has

rendered this disadvantage all but obsolete as current technology allows backprojection of

images in real time [11, 26]. This leaves as the principle disadvantage to using backprojection

the requirement of knowing precisely the imaging geometry.

Backprojection requires the time-varying position of the antenna(s) be known relative

to the three-dimensional position of the imaged terrain in the ground-plane of the scene. The

position of the antenna is usually estimated with an Inertial Navigation System (INS) while

the height of the scatterers is satisfied through the use of a digital elevation map (DEM).

In contrast, while frequency domain methods require knowledge of the antenna position for

motion compensation and imaging (i.e., an INS is necessary), only the slant-plane projection

of the position of the scatterers is needed, which is implicit in the radar data. Frequency

domain processing thus can be done adequately without a DEM.

This chapter seeks to provide a more detailed analysis of the time-domain backprojec-

tion image formation algorithm than presently exists in literature, including characterization

of the sensitivities of backprojection to its various input parameters. The chapter considers

the sources of error and provides analysis of requirements to achieve a given level of perfor-

mance. In order to facilitate this, we begin with a generalized derivation of the time-domain

backprojection algorithm.

The chapter is organized as follows. Section 3.2 presents a general expression for

backprojection image formation. Using these results, Section 3.3 presents an approximation

of the residual range present in each backprojection term. This facilitates the investigation of

performance and error sources in Section 3.4. Finally, Section 3.5 concludes with an analysis

of the results.
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3.2 Generalized Time-domain Backprojection

Many SAR image formation derivations begin with two implicit assumptions: that the

radar point spread function is constant across the image and that image formation may be

separated into two steps–range compression and azimuth compression [3, 20]. This equates

to formulating the problem into one of convolution. In order to be more general, I explicitly

avoid this assumption.

The following subsections provide a detailed derivation of the time-domain backpro-

jection image formation algorithm. I begin with a general, time domain, uncompressed for-

mulation and then progress to other forms through the use of various assumptions. These

results are used in later sections as the basis for the backprojection analysis.

3.2.1 Derivation of General Form

The backprojection derivation begins with a generic linear frequency modulated (LFM)

signal. The instantaneous frequency f(t) of an LFM signal is

f(t) = f0 +Kt, (3.1)

where t is fast-time, f0 is the center frequency, and K is the frequency modulation (FM) ramp-

rate in Hz per second. Note that in this convention the signal is centered at time t = 0. The

corresponding phase of Eq. 3.1 is the integral

φ(t) = 2π

ˆ t

0
f(τ)dτ

= 2π

ˆ t

0
(f0 +Kτ) dτ

= 2π

(
f0t+

K

2
t2 + φ0

)
, (3.2)

with φ0 the initial phase. This leads to the LFM transmit signal

stx(t) = w (t) exp {j2πφ(t)}

= w (t) exp
{
j2πf0t+ jπKt2 + jφ0

}
, (3.3)
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where w(t) is the pulse envelope (e.g. rect(t/T ) = 1 over the domain [−1
2 ,

1
2 ], with T the pulse

duration).

Consider a stationary, isotropic scatterer located in three-space. The round-trip prop-

agation delay from transmitter to scatterer to receiver is tn, where n is the slow-time pulse

index. Note that tn is implicitly a function of fast-time t, but for simplicity in notation this is

neglected. From Eq. 3.3, the scattered received signal is an amplitude-adjusted, time-delayed

copy of the transmit signal,

srx
n (t) = An(t−tn)Gn(t−tn)w (t− tn) exp

{
j2πf0 (t− tn) + jπK (t− tn)2 + jφ0

}
+η. (3.4)

Here, An(t) is an amplitude term that depends on target area, random atmospheric effects,

etc., Gn(t) is an amplitude term that depends on antenna gains, propagation loss, system

filters, etc., and η is additive noise. If the received signal is demodulated when received then

this becomes

srx
n (t) = An(t− tn)Gn(t− tn)w (t− tn) exp

{
−j2πf0tn + jπK (t− tn)2 + jφ0

}
+ η. (3.5)

Examining this equation, the first term inside the exponential is termed the propagation phase

and the second term inside the exponential is the LFM chirp.

As the energy of the received signal is spread in fast- and slow-times, it is desirable to

focus this energy as narrowly as possible. This processes is called compression. Compression is

typically performed with a matched filter since it maximizes SNR in the presence of additive

noise [27] (although other types of filters could be used, e.g., a Wiener filter). In order to

matched-filter Eq. 3.5, the filter reference function is

hC
n (t) = w

(
t− t̃n

)
Gn
(
t− t̃n

)
exp

{
−j2πf0t̃n + jπK

(
t− t̃n

)2}
, (3.6)

where t̃n is the delay parameterizing the matched filter. Ideally t̃n is equal to tn, but it is

retained as a separate term to explore the results of mismatch.

Matched-filtering is customarily implemented through the use of correlation (i.e., slid-

ing inner-product). However, this concept is not fully congruous with the concept of backpro-
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jection because there is no simple way of sliding slow/fast-time in the ground-plane. Since

time-domain backprojection is not implemented using convolution methods (i.e., reduction in

computation through use of the frequency domain), it makes sense to calculate only the peak

of the matched filter for a given pixel. The point-spread response around the peak may be

obtained by “imaging” the surrounding area in the ground-plane.

Neglecting the noise term for the sake of brevity, the result of matched filtering a single

pixel is

I =
∑
n∈N

ˆ
srx
n (τ)hC∗

n
(τ)dτ (3.7)

=
∑
n∈N

ˆ
An(τ − tn)Gn (τ − tn) wn (τ − tn) exp

{
−j2πf0tn + jπK (τ − tn)2 + jφ0

}
·Gn

(
τ − t̃n

)
wn
(
τ − t̃n

)
exp

{
j2πf0t̃n − jπK

(
τ − t̃n

)2}
dτ, (3.8)

where N is the set of all pulses contributing to the scattering-cell and I is the backprojected

pixel value for the scattering-cell. The term pixel refers to the imaged signal and scattering-cell

refers to the physical area being imaged. Note the lack of a conjugation symbol ∗ on G () and

w (), which are assumed to be purely real-valued.

Several observations are in order. First, matched filtering in this manner handles both

the propagation phase and the LFM chirp, thus simultaneously performing both azimuth and

range compression, respectively. Second, as Gn (t) and wn (t) are functions of fast-time and

slow-time, this expression does not assume stationary/homogeneous gain terms since each

may vary on a sample-by-sample and pulse-by-pulse basis. Third, Eq. 3.8 yields the value

I for only a single scattering-cell: this process must be repeated for every scattering-cell in

the desired image. Performing this process on an n × n image is extremely computationally

expensive, on the order of O
(
n4
)
.

Finally, if t̃n = tn then the resulting pixel value is

I = exp (jφ0)
∑
n∈P

ˆ
An (τ − tn)G2

n (τ − tn)w2
n (τ − tn) dτ. (3.9)
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With the assumption that the time-delay to the target is known exactly, the phase of the filter

perfectly matches the phase of the signal at each pulse. For this assumption to hold, the target

must be located at precisely the anticipated position; it is not sufficient to use the delay to

the center of the scattering-cell, but rather the delay to the phase-center of the cell (for each

pulse). In general, the precise phase-center of the scattering-cell is not the physical center

and is not known. The implications of this concept are discussed both here and in following

chapters.

If tn 6= t̃n then the complex exponentials in Eq. 3.8 no longer cancel out: a differen-

tial propagation phase exp
{
j2πf0

(
t̃n − tn

)}
results. There is also an error φLFM error due to

mismatch in the LFM chirp term. This results in

I =
∑
n∈N

ˆ
(· · · ) exp

{
j2πf0

(
t̃n − tn

)}
exp {jφLFM error} dτ, (3.10)

where the gain terms comprise the ellipsis and the starting phase is neglected. Comparing the

derivation here with that of the range-Doppler algorithm (RDA) in Appendix B, it is seen that

backprojection has a simpler form than RDA, which is the simplest of the frequency domain

algorithms.

Examining the LFM chirp error, it is useful to understand the maximum error in t̃n.

The radar has a slant-range resolution of 1/2KT in time. Therefore, t̃n can differ from tn by at

most ±1/4KT (half the slant-range resolution). Examining the maximum LFM error, if

t̃n = tn ±
1

4KT
, (3.11)

then

φLFM error = πK
[(
τ2 − 2τtn + t2n

)
−
(
τ2 − 2τ t̃n + t̃2n

)]
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= πK
[
2τ
(
t̃n − tn

)
+
(
t2n − t̃2n

)]
= πK

[
2τ

(
tn ±

1

4KT
− tn

)
+

(
t2n −

(
t2n ±

tn
KT

+
1

(4KT )2

))]
= πK

[
± τ

2KT
∓ tn
KT
− 1

(4KT )2

]
= ±π

T

(τ
2
− tn

)
− π

16KT 2
. (3.12)

The first term vanishes in the integral in Eq. 3.10 and the second term π/16KT 2 is insignificant

for practically any LFM SAR time-bandwidth product. Thus, the only significant phase term

is the differential propagation phase [3] and is termed the residual phase. It is residual phase

that is the heart of the backprojection analysis in later sections.

3.2.2 Compression Simplification

As stated above, performing compression according to Eq. 3.8 is computationally very

expensive. However, under certain conditions compression can be broken into two separate

steps (range and azimuth compression). A limiting factor preventing separation in the deriva-

tion above is the implicit dependence of tn on fast-time. However, if the pulse duration T is

short enough that the platform movement during propagation is insignificant then tn may be

considered stationary throughout the pulse duration (i.e., the stop-and-hop approximation).

Note that this does not constrain the maximum distance to the target since a monostatic radar

may be considered bistatic for purposes of calculating the range to the target (i.e., treat the

antenna as being in one position during transmit and then in a different position during re-

ceipt).

Through use of this assumption, the matched filter may be modified to first perform

range compression by using the reference function

hR
n (t) = w (t− tn) exp

{
jπK (t− tn)2

}
, (3.13)
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which includes only the LFM chirp term. This leads to the matched filtered (range-compressed)

signal gn (t):

gn(t) =

ˆ
srx
n (τ)hR∗

n (τ − t)dτ (3.14)

=

ˆ
An(τ − tn)Gn (τ − tn) w (τ − tn) exp

{
−j2πf0tn + jπK (τ − tn)2 + φ

}
·

w
(
τ − t− t̃n

)
exp

{
−jπK

(
τ − t− t̃n

)2}
dτ

≈ An (t− tn) Gn (t− tn) T sinc
{
KT

(
t−

(
t2n − t̃2n

))}
exp {−j2πf0tn + φ} , (3.15)

with w(t) = rect (t/T ).

At this point it is useful to map this result from time coordinates to spatial coordinates.

This is done by noting that the two-way delay is

tn =
rtx
n + rrx

n

c
, (3.16)

with rtx
n and rrx

n the transmitter and receiver range-to-target, respectively, and c the propa-

gation speed (e.g., the speed of light). In the case of a monostatic radar, rtx
n = rrx

n . This

expression is equivalent to

2πf0tn = k
(
rtx
n + rrx

n

)
, (3.17)

where the wavenumber

k = 2πf0/c = 2π/λ. (3.18)

The two-way range to the target is

dn = rtx
n + rtx

n (3.19)

and the two-way range parameterizing the matched filter is d̃n. The difference between the

two is the residual range

∆dn = d̃n − dn. (3.20)

In the “worst case” scenario of maximum residual range, the phase-center may be in

the corner of the scattering-cell. Thus, the maximum horizontal (i.e., ground range) displace-
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ment of a target in the scattering-cell is half the ground resolution cell width:

δy−max =
Ry
2

=
Ry,slant

2 sin θ
, (3.21)

with Ry,slant the slant-range resolution, Ry the ground-range resolution, and θ the incidence

angle. The maximum vertical displacement (at the center of the cell) is

δz−max = Ry cos θ. (3.22)

The maximum azimuth displacement is half the azimuth resolution. Note that these give the

worst-case scenario which is likely to occur only in the case of a point target. The expected

position of the phase-center of distributed targets is near the cell’s center.

Using this mapping, the range-compressed signal may be written as

gn (l) = An (l − dn) Gn (l − dn) R (∆dn) exp {−jkdn} , (3.23)

where l is fast-time distance and R() is the range-compressed impulse response centered at 0.

Azimuth compression of the range-compressed signal in Eq. 3.23 is then computed by

matched filtering with the reference function

hA
n (t) = exp

(
−jkd̃n

)
. (3.24)

This leads to the backprojected result

I =
∑
n∈N

gn

(
d̃n

)
exp

(
jkd̃n

)
=
∑
n∈N

An

(
d̃n − dn

)
Gn

(
d̃n − dn

)
R (∆dn) exp (jk∆dn) . (3.25)

While a phase-only matched filter is used here, in practice, other terms (including the antenna

gain) may be added. As before, the only remaining phase term is the residual propagation

phase present at each pulse when ∆dn 6= 0. Performing range and azimuth separately in this

manner leads to a computational complexity of O
(
n3
)

for an n× n image. Further optimiza-
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tion, albeit with some loss of quality, may be obtained through fast-factorized backprojection

[28, 29].

If the antennas do move significantly (on the order of a wavelength) through the

duration of the pulse, range/azimuth compression is still separable if the platform velocity is

constant. A derivation of this is shown in [30]. A modification for LFM-CW (continuous wave)

operation is shown in [7].

3.3 Hyperbolic Range-to-target

One of the key parameters in the backprojection equation is the distance (or equiva-

lently, time-delay) from the antenna(s) to the scattering-cell phase-center. For purposes of this

chapter, the assumed distance to the scattering-cell is the distance from the antennas to the

physical center of the scattering-cell (equivalent to the value parameterizing the backprojec-

tion matched filter). The actual distance is that from the antennas to the phase-center of the

scattering-cell. It is the difference between the assumed and actual distances that leads to the

residual distance ∆dn (and residual phase k∆dn) discussed previously.

Consider the nominal residual phase for a given target to be the residual phase for

the contribution at the mean position of the synthetic aperture (ideally the point of closest

approach). Contributing samples from pulses transceived away from the mean position may

have a different residual phase than the nominal. The difference between the residual phase

at surrounding pulses and the nominal is phase error. In general, the phase error grows as the

platform distance from the mean position grows. If the phase error becomes too large then the

contributing sample that produced it sums destructively during backprojection summation. In

order to facilitate later sensitivity and performance analysis of backprojection, I examine the

residual range that leads to the residual phase.
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With the dimensions x, y, z as along-track, cross-track and elevation, respectively, the

one-way range rn to the physical center of a scattering-cell is

rn =
√
x2
n + y2

n + z2
n

=

√
(x̄+ ζx,n)2 + (ȳ + ζy,n)2 + (z̄ + ζz,n)2

=
√

(x̄2 + ȳ2 + z̄2) + ζx,n (2x̄+ ζx,n) + ζy,n (2ȳ + ζy,n) + ζz,n (2z̄ + ζz,n), (3.26)

where n is the time index, (xn, yn, zn) is the three-dimensional range to the scattering-cell

for each time index, (x̄, ȳ, z̄) is the mean range-to-target (e.g., x̄ is zero for non-squinted

geometry), and (ζx,n, ζy,n, ζz,n) is the antenna displacement from the mean at time n.

The range to the phase-center r
′
n is

r
′
n =

√
x′2n + y′2n + z′2n

=

√
(x̄+ ζx,n − δx)2 + (ȳ + ζy,n − δy)2 + (z̄ + ζz,n − δz)

2

=
√

(x̄2 + ȳ2 + z̄2) + Vx,n + Vy,n + Vz,n, (3.27)

with the azimuth terms grouped into

Vx,n = ζ2
x,n + δ2

x + 2 (x̄ζx,n − x̄δx − ζx,nδx) (3.28)

and likewise Vy,n and Vz,n for the range and elevation terms.

Given the ranges defined above, the residual range is

∆rn = rn − r
′
n (3.29)

=

√
x2
n + y2

n + z2
n −

√
x′2n + y′2n + z′2n . (3.30)

The residual range leads to the phase term φn = 2k∆rn present at each pulse summed in

backprojection (assuming a monostatic radar). As a non-zero value for ∆rn results in residual

phase, manipulating Eq. 3.29 is critical to analysis. Unfortunately, there is no simplification
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for this equation that results in an exact value for ∆rn. With certain assumptions, however, a

close approximation may be made.

3.3.1 First-order Taylor Series Approximation

Suppose the mean range-to-target is

r̄ =
√
x̄2 + ȳ2 + z̄2. (3.31)

A first-order Taylor series approximation of the square root (where a� b)

√
a2 + b ≈ a+

b

2a
, (3.32)

can be used in Eqs. 3.26 and 3.27 to produce

rn ≈ r̄ +
ζx,n (2x̄+ ζx,n) + ζy,n (2ȳ + ζy,n) + ζz,n (2z̄ + ζz,n)

2r̄
, (3.33)

r
′
n ≈ r̄ +

Vx,n + Vy,n + Vz,n

2r̄
. (3.34)

With this approximation the residual range is

∆rn =
βn
2r̄

, (3.35)

where

βn = 2 [δx (x̄+ ζx,n) + δy (ȳ + ζy,n) + δz (z̄ + ζz,n)]− δ2
x − δ2

y − δ2
z . (3.36)

A quick examination of this shows that if the phase-center of the scattering-cell is known (i.e.,

all δ in Eq. 3.36 are zero) then the residual range vanishes identically, as expected.

An important observation regarding the approximation of Eq. 3.35 is that for the case

of ideal, linear motion, βn is constant for all n (given that δx is zero). This leads to ∆rn and

φn also being constant for all n. This, however, is not true since ∆rn is the difference of two

hyperbolas with separate foci. This point illustrates the limitation of the first-order Taylor
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series approximation: since this approximation erroneously suggests φn is constant for all n,

it likewise suggests there are no residual phase variations and thus no phase errors.

For small values of ζx,n, the phase error is small so the approximation is warranted.

Hence, the first-order Taylor series is a good approximation for narrow-beam antennas and

near the point of closest approach. However, as ζx,n grows large, the approximation for the

square root becomes invalid.

3.3.2 Bakhshali Approximation

In order to ameliorate the restrictions of the first-order Taylor series approximation

above, I introduce the Bakhshali square root approximation [31]. The Bakhshali method of

approximating the square root is equivalent to two iterations of the first-order Taylor series

approximation, √
a2 + b ≈ a+

b

2a
− b2

8a3 + 4ab
. (3.37)

The residual range is then:

∆rn ≈
βn
2r̄
− γ2

n

4r̄ (2r̄2 + γn)
+

(γn − βn)2

4r̄ (2r̄2 + γn − βn)
, (3.38)

with βn as in Eq. 3.36 and

γn = 2 (x̄ ζx,n + ȳ ζy,n + z̄ ζz,n) + ζ2
x,n + ζ2

y,n + ζ2
z,n. (3.39)

Notice that the first term in Eq. 3.38 is precisely the result of the first-order Taylor series

approximation in Eq. 3.35. Also as in the Taylor series approximation, when βn = 0 the

residual range vanishes.

A comparison of both methods along with the third-order Taylor series approximation

√
a2 + b ≈ a+

b

2a
− b2

8a3
+

b3

16a5
, (3.40)

is illustrated in Fig. 3.1. In this example, the phase-center of the scattering-cell is displaced

in slant-range (i.e., both range and elevation) by 1 meter. Subfigures (a), (c), and (e) show
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the range residual for an antenna placed at 30◦, 45◦, and 60◦, respectively. The solid curve

shows the exact value of the residual range. The first-order Taylor series approximation is

constant at all azimuth angles. The third-order Taylor and Bakhshali methods both exhibit

hyperbolic shapes; however, the Bakhshali method is accurate over a much wider range of

azimuth angles and requires fewer operations than the third-order Taylor series. The Bakhshali

method becomes very useful when analyzing the effects of residual range on wide-beamed

antennas.

Figures 3.1(b), (d), and (f) show the approximation error of each method. How much

error can be tolerated depends on the radar wavelength and expected phase-center displace-

ment. Radars with relatively fine resolution relative to the wavelength better tolerate phase-

center displacement than those with coarse resolution. As is evident from the figure, antennas

with up to a 20◦ azimuth beamwidth have about 1% range error when using the first-order

Taylor series approximation. Many SAR antennas in practice have such a beamwidth or even

narrower. Thus, for purposes of this chapter, an antenna with such a beamwidth is termed

“narrow-beam.” If accuracy across a wider beamwidth is required then the Bakhshali method

is preferable as the error is still small at a 90◦ beamwidth.

Recall from Sec. 3.2.2 that these results bound the approximation error: distributed

targets generally have small displacement from the scattering-cell center and are unlikely to

have a phase-center near the corner of the scattering-cell.

3.3.3 Sensitivity

With the derived approximations in place for the square roots in the residual range

formula, an examination of sensitivity is possible. The sensitivity of the residual range ∆rn

is found by solving its partial derivative with respect to each of the constituent terms. The

results are shown in Table 3.1. Note that while the partial derivative is taken with respect to

only the azimuth dimension, the same results hold for the other dimensions by substituting x

for y and z.
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(d) θ = 45◦
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(e) θ = 60◦
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(f) θ = 60◦
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Figure 3.1: Comparison of the hyperbolic range residual approximations for varying azimuth
angles-to-target with an incidence of 30◦, 45◦, and 60◦. Subfigures (a), (c), and (e) show the
range residual where the solid curve represents the exact solution while the dashed/dotted
curves are the approximations. Notice that the first-order Taylor series approximation is con-
stant with azimuth angle. Subfigures (b), (d), and (f) show a comparison of the approximation
error. Each of the approximations is accurate near 0◦ azimuth (the point of closest approach)
but beyond that have varying degrees of accuracy at larger angles.
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Table 3.1: Partial Derivatives for 1st-order Taylor Series and Bakhshali Approximations
Taylor 1 Bakhshali

∆rn
βn
2r̄

βn
2r̄ −

γ2n
4r̄(2r̄2+γn)

+ (γn−βn)2

4r̄(2r̄2+γn−βn)

∂
∂δx

x̄+ζx,n−δx
r̄

x̄+ζx,n−δx
r̄ − 2(x̄+ζx,n−δx)(γn−βn)

2r̄(2r̄2+γn−βn)
+

2(x̄+ζx,n−δx)(γn−βn)2

4r̄(2r̄2+γn−βn)2

∂
∂ζx,n

δx
r̄

δx
r̄ −

(x̄+ζx,n)γn
r̄(2r̄2+γn)

+
(x̄+ζx,n)γ2n

2r̄(2r̄2+γn)2
+

(x̄+ζx,n−δx)(γn−βn)
r̄(2r̄2+γn−βn)

− (x̄+ζx,n−δx)(γn−βn)2

2r̄(2r̄2+γn−βn)2

∂
∂x̄

δx
r̄ −

x̄βn
2r̄3

δx
r̄ −

x̄βn
2r̄3
− ζx,nγn

r̄(2r̄2+γn)
+

(2x̄+ζx,n)γ2n
2r̄(2r̄2+γn)2

+ x̄γ2n
4r̄3(2r̄2+γn)

+
(ζx,n−δx)(γn−βn)
r̄(2r̄2+γn−βn)

− (2x̄+ζx,n−δx)(γn−βn)2

2r̄(2r̄2+γn−βn)2
− x̄(γn−βn)2

4r̄3(2r̄2+γn−βn)

Several insights may be gained by examining the sensitivity of the Taylor series terms:

1. Phase-center displacement. Referring to the first unshaded row in Table 3.1:

∂∆rn
∂δx

=
x̄+ ζx,n − δx

r̄
. (3.41)

• The sensitivity to phase-center displacement is small for a given dimension if the

mean range x̄ and displacement ζx,n in that dimension is small compared to the

total mean range (i.e., (x̄+ ζx,n) /r̄ is small). For example, the residual range is

not very sensitive to phase-center displacement in azimuth when the platform is

near the point of closest approach. Likewise, the residual range is most sensitive to

phase-center displacement in whichever dimension has the largest range-to-target.

At shallow incidence angles this is elevation and at large incidence angles this is

ground-range.

• Particularly applicable in the along-track dimension, when the antenna is located

far away from the mean (i.e., ζx,n � x̄) then that separation from the mean begins

to dominate. In other words, at larger azimuth angles the sensitivity to azimuth
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displacement of the phase-center increases. Because this effect is only significant

for wide-beamed antennas, it is actually more appropriate to use the sensitivity

with respect to the Bakhshali approximation (see the last column in Table 3.1).

While not immediately obvious due to the complexity of the equation, this leads to

an even larger sensitivity to azimuth displacement of the phase-center.

2. Non-ideal motion. Examining the second unshaded row in Table 3.1:

∂∆rn
∂ζx,n

=
δx
r̄
. (3.42)

• Sensitivity to non-ideal motion is less than sensitivity to phase-center displacement,

by a factor of x̄/δx.

• Sensitivity to non-ideal motion grows in a given dimension as the phase-center

displacement in that dimension grows (i.e., δx/r̄ grows larger). For example, if the

SAR has very coarse range resolution (thus increasing the possible values for δx)

then the residual range is more sensitive to any motion outside the linear track.

• On the other hand, a large range-to-target mitigates this effect. Thus at longer

ranges non-ideal motion becomes less of an issue, especially for fine resolutions.

3. Mean position. Referring to the last row in Table 3.1:

∂∆rn
∂x̄

=
δx
r̄
− x̄βn

2r̄3
. (3.43)

• Sensitivity to mean position is the least significant of the sensitivity terms. The

elements dominating the residual range are from Eqs. 3.41 and 3.42 above.

• If x̄ is small (or zero) then ∂
∂x̄ ≈ δx

r̄ , which is the same sensitivity as ∂
∂ζx,n

above.

This is applicable mostly in the azimuth dimension.

• For the range and elevation dimensions, the second term x̄βn/2r̄
3 significantly re-

duces the impact of any phase-center displacement in the first term δx/r̄. Thus, the

sensitivity due to the magnitude of the mean position is insignificant.
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With general concepts of sensitivity in place, the performance of time-domain backprojection

is explored in greater detail in the next section.

3.4 Performance Considerations

The following subsections analyze various factors that affect the performance of time-

domain backprojection: digital elevation map (DEM) accuracy, antenna position accuracy,

azimuth beamwidth, squint, and interpolation of the range-compressed signal. The key con-

cept throughout is that variations in residual phase cause phase errors that lead to reduced

performance.

As previously noted, the physical center and phase-center of a scattering-cell are not

collocated in general. This leads to a residual phase when the matched filter is set as the

range to the center of the cell. As seen in the previous section, if the antenna’s azimuth

beamwidth is sufficiently narrow then the residual phase due to phase-center displacement

does not vary significantly with pulse number so the net phase error is small. However, if DEM

height errors, non-linear platform motion, or antenna position measurement errors exist, then

the phase error grows.

3.4.1 Digital Elevation Map

This subsection describes how the accuracy of the digital elevation map affects the

backprojected image. The effects vary based on the nature of the platform motion and any

uncertainty in knowledge of the platform positions. The case of ideal, linear platform motion

is presented first, followed by more complex models.

Ideal, Linear Path

The backprojection formula requires, for every contributing pulse, knowing the range

from antenna to scattering-cell at every pixel in the image. Assuming the platform positions

are already known, one way to calculate the range is through knowledge of the scattering-

cell’s three dimensional location. A priori knowledge of the cell’s vertical position is provided

via a DEM of the terrain. Knowledge of the lateral position comes from the platform position
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data. A height offset (i.e., a bias error) in the elevation map results in varying effects on the

output image depending on the SAR collection geometry.

For the simplest case, assume that a non-squinted SAR platform has a straight and level

flight track. In this scenario, all platform motion is in the along-track direction (i.e., there is

no deviation from the linear path in elevation or cross-track). Recall from Eq. 3.26 that the

range to a scattering-cell is rn =
√
x2
n + y2

n + z2
n. Considering the motion to be ideal, yn and

zn are constant. Let r̄2 = ȳ2
n + z̄2

n, which is also constant. Thus,

rn =
√
x2
n + r̄2, (3.44)

which is only variable in slow-time by azimuth position xn. Given a slant-range rn and az-

imuth position xn, the ground-range distance y and elevation distance z cannot be uniquely

determined. This means that while the slant-range from the SAR to a point on the ground is

unique, the potential values for ground-range and elevation of the target are not: the possible

solutions to these parameters lie on a hyperbolic curve, any point on which provides a correct

solution of the slant-range-to-target. Hence, each range/elevation pair produces an equally

well focused pixel in the backprojected image. However, the elevation offset causes the po-

sition of the target in the output image to be translated (i.e., shifted). This is illustrated in

Fig. 3.2, where three DEM heights and the respective lateral shift of the target are shown.

A positive vertical offset in the elevation map places the ground-plane closer to the SAR

in elevation. As the slant-range solution for a target is constant, this causes the focused target

to appear imaged farther away in ground-range. In the same way, lowering the elevation map

causes the focused target to appear imaged closer to the SAR in ground-range. Thus, unless

the elevation map specifies the correct terrain height, imaged targets are erroneously shifted in

range. It is important to remember, however, that regardless of the shift in range, the target’s

focus is essentially unaffected so long as the motion is ideal. Since the along-track dimension

is orthogonal to the slant-range dimension, an offset in the elevation map does not affect the

azimuth position of the target in the backprojected image.

Offsetting the apparent height of the target adds approximately a constant range resid-

ual at every pulse, and thus approximately the same phase (i.e., little phase error). This is seen
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Figure 3.2: Illustration of lateral shift caused by DEM height offset. An antenna is located at
point A and the true DEM height is given by the dark middle line. The dashed curve represents
a portion of the solution space of an equal slant-range-to-target. The upper and lower gray
lines indicate a shift in the height of the DEM, with the associated shift in the target position
(shown by an intersecting dot).

in Eq. 3.36. Given that z̄ � ζz,n and z̄ � δz, then the change in ∆rn is approximately the same

for every pulse. As the phase added is roughly constant, it has little effect on compression.

However, as the DEM errors grow, the approximation no longer holds and the compression

suffers significantly. This is not surprising since backprojection requires at least a coarse idea

of the height of the scatterers.

An example of the effects of DEM offset on the azimuth impulse response for an ideal

path is illustrated in Fig. 3.3, which shows the azimuth impulse response of a simulated

point target. The parameters used in simulation are 0.3 m wavelength, 8.6◦ azimuth an-

tenna beamwidth (corresponding to 1 m azimuth resolution), and 45◦ incidence angle. The

SAR platform moves in an ideal, linear fashion. In subfigure (a) the point target is placed

at the center of the scattering-cell while in subfigure (b) the target is placed the maximal

distance away according to Eqs. 3.21 and 3.22. Each subfigure has three curves: zero verti-

cal displacement of the DEM and ±10 m vertical displacement of the DEM (i.e., DEM height

error). Examining both plots, the DEM offset has little effect on the azimuth response for

the reasons detailed above (all solutions are equally valid). Likewise there is no effect in the
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(a) No phase-center offset, baseline
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Figure 3.3: Baseline azimuth impulse response plots. The antenna positions are known ex-
actly on an ideal, linear flight path. Three curves are shown representing different DEM height
offsets.

range response (not shown). While not visible in the figures (because the curves show a slice

through the peak), the imaged target positions are shifted in range between the various height

curves because the target solution in ground-range changes in order to maintain a constant

slant-range-to-target.

Known, Non-ideal Motion

For the case above, all platform motion is assumed to be in the along-track direction.

If any motion occurs in the cross-track or elevation directions then the solution for the imaged

target position becomes more constrained. If the correct height is not used in processing and

there is non-ideal motion, then the target’s compression suffers. However, this effect is small

for small height errors.

Figure 3.4 demonstrates the effects of non-ideal platform motion. Here, the simulation

is set up the same as in Fig. 3.3 except that a zero-mean, Gaussian perturbation of standard

deviation σant is added to the antenna positions in range and elevation (the antenna positions

are known exactly). The three rows in the figure correspond to position perturbation with a

standard deviation of 1, 2.5 and 5 wavelengths. While this distribution of platform positions

is not likely to occur in practice, it does show how a given magnitude of non-ideal motion

47



affects performance. The first column gives the azimuth response where the point target is at

the physical center of the scattering-cell and the second column gives the response where it

is maximally displaced, as before. Again, the DEM is offset zero and ±10 m in elevation. All

plots have been normalized to the same peak power in order to compare magnitude effects

among the plots.

When a target is placed at the physical center of the cell (first column of subplots)

and the DEM offset is zero (the solid curves), there is little difference between the responses

(except for a slight raising of the sidelobes at larger position-perturbation variances). This

is not so when the DEM is offset. In the case where σant = 1λ, the peak power is barely

affected but the sidelobes raise almost 30 dB. At σant = 5λ there is a significant decrease

in the peak power and an increase in sidelobe power. At σant = 10λ the mainlobe becomes

indistinguishable from the sidelobes. This underscores the powerful effect a DEM offset has

when the path motion is non-ideal, even for relatively small amounts of movement.

In the case of non-ideal motion, displacing the target to the edge of the cell has a

noticeable effect on all azimuth impulse response curves. The peak-to-sidelobe ratio decreases

slightly more than the previous case; however, for the offset DEM cases, there is a significant

decrease in the peak-to-sidelobe ratio. It is interesting to note that this is primarily due to

raising sidelobe levels; there is little loss in peak power.

3.4.2 Antenna Position Estimate

DEM uncertainties are not the only sources of geometry error. Unfortunately, the po-

sition estimates of the antenna are also subject to error. In the previous section it is assumed

that the antenna positions are known exactly; now the case of uncertainty in the position esti-

mates is treated. Unknown errors in the antenna position estimate may be classified into two

categories: absolute errors and relative errors. Absolute errors are translations of the entire

set of position estimates (e.g., GPS reporting an incorrect, fixed offset in altitude across all

data). Relative errors, on the other hand, are dynamic errors that change over time (e.g.,

measurement noise or drift).
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(a) No phase-center offset, σant = 1λ
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(b) Maximum phase-center offset, σant = 1λ
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(c) No phase-center offset, σant = 5λ
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(d) Maximum phase-center offset, σant = 5λ

−8 −6 −4 −2 0 2 4 6 8

Along-track (m)
−70

−60

−50

−40

−30

−20

−10

0

N
or

m
al

iz
ed

Po
w

er
(d

B
)

DEM Offset
-10 (m)

0 (m)
10 (m)

(e) No phase-center offset, σant = 10λ
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(f) Maximum phase-center offset, σant = 10λ
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Figure 3.4: Azimuth impulse response with Gaussian position variance of σ2
ant in elevation.

The antenna positions are known exactly. Three curves are shown representing DEM height
offsets. The phase-center offset mostly affects the sidelobes, not the main lobe.
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Absolute position errors are functionally similar to DEM errors. This is because fixed

altitude errors behave identically to a vertical offset in the DEM and horizontal position errors

behave like lateral translations of the DEM. Depending on the scene topography, a lateral

translation of the DEM may have no effect (e.g., perfectly flat terrain) or a very large one

(e.g., terrain with high relief). Because vertical translation is the same as vertical DEM offset

and horizontal translation is scene dependent, no example figures are given here. In general,

however, absolute position errors do not present a great reduction in image quality given that

the magnitude of error is bounded by those common to GPS (e.g., absolute position errors

less than 10 m). Since absolute position errors add roughly the same residual phase to each

backprojection summation term, their effect is nearly the same as a DEM offset described in

the previous subsection.

Relative position errors, on the other hand, are more problematic because they add a

different phase at each term in backprojection summation. Even for minor errors, the conse-

quence is possibly dramatic both on the target impulse response and its peak location. The

remainder of this subsection explores the effect of two types of relative position error: Gaus-

sian random noise and drift.

Gaussian Random Noise

Figure 3.5 demonstrates the effect of uncertainty in the antenna position. Here, an

ideal, linear flight track is assumed during processing using the same parameters as the

subsections above, except that noise is added to the antenna positions. The noise is zero-

mean, Gaussian distributed with standard deviations ηant = 1
1000λ , 1

100λ, and 1
10λ, shown in

Fig. 3.5(b)-(d), respectively. Figure 3.5(a) provides the baseline for comparison. Even with

only 1
1000λ of added noise, and although the mainlobe is unaffected, there is a significant rais-

ing of the sidelobes. At 1
100λ there is another noticeable jump in sidelobe level and the peak

also drops by 3.5 dB. At 1
10λ the mainlobe is indistinguishable from the sidelobes.

These plots illustrate the importance of knowledge of the relative positions of the

antenna (the absolute positions are not as critical for the reasons previously stated). Even tiny

levels of uncertainty have a strong effect on impulse response. It is interesting to note that
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(a) Baseline
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100
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10
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Figure 3.5: Azimuth impulse response with Gaussian position noise variance of η2
ant in eleva-

tion. The antenna positions are assumed to lie on an ideal, linear path (corrupted by unknown
noise). Three curves are shown representing DEM height offsets. No phase-center displace-
ment is present.

since the antenna position errors dominate, a DEM offset in these cases is almost unnoticeable.

Although not shown, this is also the case with an offset phase-center: the effect of scattering-

cell phase-center displacement is imperceptible.

Position Drift

Another form of position error is drift. Navigation systems typically employ an Inertial

Measurement Unit (IMU). As these sensors generate estimates by performing integration of
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Figure 3.6: Illustration of the effect of drift on range cell migration. The figure presents a
top-down view of the imaging geometry with the solid lines on the left representing the path
the platform travels along and the dashed curves on the right representing the range to a given
target for each along-track position of the platform. Units are arbitrary. The curve without
drift is hyperbolic and symmetric about the point of closest approach, exemplifying an ideal
range cell migration curve (RCMC). When platform drift is present (albeit exaggerated in this
figure), the range curve is skewed. Not only does this present a residual range problem for the
matched filter, but if the skew is large enough then incorrect contributions are chosen during
backprojection summation.

accelerometer measurements, drift is almost unavoidable. Drift result in an incorrect estimate

of the range to target. Additionally, since the magnitude of the errors changes across the

synthetic aperture, an incorrect range migration curve results (i.e., the wrong contributions are

used in backprojection summation). The magnitude of the effect corresponds to the magnitude

of the drift.

Antenna beamwidth is an important factor in determining vulnerability to drift error

because a wider beamwidth leads to a longer synthetic aperture and therefore more drift

across the aperture. Particularly troublesome is drift in the along-track direction as it leads

to larger errors in estimation of the range-to-target than drift in the lateral directions. An

example of the effect of cross-track drift is illustrated in Fig. 3.6.

The effects of antenna position drift are shown in Fig. 3.7. The antenna positions are

assumed to be linear (ideal) in the processing, while in actuality there is a drift component

(i.e., time-varying position error). The fundamental simulation parameters are the same as
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before. The slant-range/azimuth resolutions are each 1 m. Subfigure (a) shows the baseline

where no drift is present. Subfigures (b) and (c) show drift in different dimensions as a

function of total magnitude of drift in wavelengths across the synthetic aperture. In (b),

10 wavelengths of position drift in the elevation dimension has a small effect on azimuth IPR:

a slight raising of the sidelobes and an imperceptible broadening of the mainlobe. Although

not shown, the same magnitude of drift in the ground-range dimension as elevation dimension

has an identical effect (for a 45◦ incidence angle).

The effect of drift in the along-track dimension is greater than the other two dimen-

sions. As stated previously, this is due to error in selecting the phase history of the target,

thus diminishing the utilized azimuth chirp bandwidth for the target and coarsening the res-

olution. As in the previous figure showing random noise on position estimates, displacement

of the phase-center appears insignificant as it is dominated by errors in the antenna position

estimate.

Subfigure 3.7(d) shows the effect of elevation drift on the azimuth position of the

target. Rather than specifying drift in wavelengths, it is specified in meters where the slant-

range and azimuth resolutions are both 1 m. At 20 m of elevation drift across the synthetic

aperture, the target is displaced nearly 100 m along-track. Subfigures (e) and (f) show various

amounts of drift where the curves have been centered in order to compare their shape. As

indicated previously, the same magnitude of drift causes substantially more effect when it is

in the azimuth dimension as opposed to the range or elevation. (Notice the difference in

horizontal axis scales between (e) and (f).)

3.4.3 Azimuth Beamwidth

This subsection develops an the upper-bound on the usable azimuth beamwidth due to

the effects of the unknown location offset of the scattering-cell phase-center. As shown earlier,

a residual phase results when the phase-center is not collocated with the physical center. This

induces a phase error that grows as the platform moves away from the point of nominal

residual phase (i.e., the point of closest approach). When the phase error grows sufficiently

large, the pulses may sum destructively.

53



(a) No drift

−8 −6 −4 −2 0 2 4 6 8

Along-track (m)
−60

−50

−40

−30

−20

−10

0

N
or

m
al

iz
ed

Po
w

er
(d

B
)

DEM Offset
-10 (m)

0 (m)
10 (m)

(b) Elevation drift ẑdrift = 10λ

−15 −10 −5 0 5 10 15

Along-track (m)
−60

−50

−40

−30

−20

−10

0

N
or

m
al

iz
ed

Po
w

er
(d

B
)

DEM Offset
-10 (m)

0 (m)
10 (m)

(c) Azimuth drift x̂drift = 10λ
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(d) Azimuth position shift with elevaiton drift
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(f) Various azimuth drifts
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Figure 3.7: Azimuth impulse response where the antenna positions are assumed to be lie on
an ideal linear path, but the actual positions have drifted in the given dimension. Plot (a)
has no drift. In (b) and (c), a drift of 10λ per second is present in elevation and azimuth,
respectively. In (d)-(f), drift is in total meters across the synthetic aperture.
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Derivation

To analyze this, let the slow-time index n = 0 be the pulse index when the platform

is located at the synthetic aperture mean (for the particular target). φ0 then is the nominal

residual phase corresponding to n = 0. Destructive summation occurs for a contribution φn at

n 6= 0 when

|φn − φ0| = φerr =
π

2
. (3.45)

In range, this corresponds to

∆rerr =
φerr

k
=
λ

4
. (3.46)

Because the residual range-induced phase error grows as the platform distance from

the mean increases, there exists an azimuth beamwidth wide enough to include target returns

that sum destructively if the phase-center of the cell is is sufficiently displaced. Using the

approximations of Section 3.3 it is possible to derive an analytic solution for this maximum

azimuth beamwidth.

From Eq. 3.39 on page 39, γ0 = 0 at the mean. Substituting this in Eq. 3.38, the

nominal residual range ∆r0 is

∆r0 ≈
β0

2r̄
+

β2
0

4r̄ (2r̄2 − β0)

=
2β0

(
2r̄2 − β0

)
+ β2

0

4r̄ (2r̄2 − β0)

=
4β0r̄

2 − β2
0

4r̄ (2r̄2 − β0)

=
β0

(
r̄2 − β0

4

)
2r̄
(
r̄2 − β0

2

) . (3.47)

This leads to the value φ0 = k∆r0, which is the phase at the mean. If β0 is small compared to

r̄2 then

∆r0 ≈
β0

2r̄
, (3.48)

which is the same as that given by the first-order Taylor series approximation. This confirms

the validity of the Taylor series approximation near the point of closest approach.
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Per Eq. 3.46, for contributions away from the nominal (i.e., n 6= 0), the interesting

point is the maximum residual range ∆rmax that is a quarter wavelength away from the resid-

ual at the point of closest approach:

∆rmax = ∆r0 +
λ

4
. (3.49)

Using Eq. 3.38, we are thus interested in finding the point where

∆rmax = ∆r0 +
λ

4
=
βmax

2r̄
− γ2

max

4r̄ (2r̄2 + γmax)
+

(γmax − βmax)2

4r̄ (2r̄2 + γmax − βmax)
. (3.50)

If the motion is ideal (i.e., all motion is in the along-track direction) then

γn = ζ2
x,n. (3.51)

Likewise, if the geometry is non-squinted and there is little phase-center displacement in az-

imuth then βn is approximately constant:

βn ≈ β0 = 2 (δyȳ + δzz̄)− δ2
y − δ2

z . (3.52)

Using these two assumptions it is possible to obtain an analytic expression for the maximum

azimuth distance away from the mean. Solving for γn in Eq. 3.38 leads to

γn =
βn
2
− 2r̄2 ±

√
βn (βn − 4r̄∆rn) (16r̄4 + 4βnr̄∆rn − β2

n)

2 (4r̄∆rn − βn)
(3.53)

=
βn
2
− 2r̄2 ±

(
β2
n

4
+

4βnr̄
4

4r̄∆rn − βn

)
. (3.54)

Substituting this result into Eqs. 3.51 and 3.52 yields

ζ2
x,max =

β0

2
− 2r̄2 +

β2
0

4
+

4β0r̄
4

4r̄ (∆r0 + λ/4)− β0
. (3.55)

The minus sign in ± is dropped since it leads to a non-physical solution. For a given phase-

center displacement, this can be used to find the maximum distance the antenna may be from
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the point of closest approach before the pulses sum destructively. This gives a limit for the

maximum azimuth beamwidth of the antenna.

Analysis

An example of the maximum azimuth beamwidth is illustrated in Fig. 3.8. In subfig-

ure (a), the maximum azimuth beamwidth is plotted as a function of incidence angle to the

scattering-cell where the platform motion is ideal. Multiple curves are shown, each depict-

ing a different slant-range resolution in wavelengths. The phase-center displacement is the

maximum distance from the physical center of the scattering-cell (from Eqs. 3.21 and 3.22).

For finer range resolutions (i.e., the upper curves), a wider azimuth beamwidth is permitted

than at coarser resolutions. This is because finer range resolutions limit the maximum phase-

center displacement and thus decrease the maximum residual phase. It is interesting to note

that since a wide azimuth beamwidth corresponds to fine azimuth resolution, it may not be

possible to obtain fine azimuth resolution simultaneously with coarse range-resolution.

As stated previously, in many imaging scenarios, scattering-cells are treated as being

distributed targets whose phase-center is near the physical center. This means that in practice

scattering-cells may not have the “worst case” phase-center offset depicted here. It is important

to keep in mind, however, that for discrete targets, an individual point target (e.g., a corner

reflector) may be located anywhere within the scattering-cell and thus may cause a maximum

residual phase.

The examination above assumes ideal, linear motion of the antenna platform. When

non-ideal motion is present, the fluctuation from the linear path increases the magnitude of

the range residuals. This in turn further constrains the azimuth beamwidth. Small incidence

angles (those near nadir) are affected more significantly by non-ideal motion. This is shown

in Fig. 3.8(b)-(d), which illustrate the effect of non-ideal motion for varying degrees of slant-

range deviation.

In Fig. 3.8(b), where the displacement is 0.1% of the height above the surface, there is

little difference except at low incidence angles (less than 10◦) or very coarse range resolutions

(∼ 200λ). When the non-ideal motion is 1% of the height, as in Fig 3.8(c), the effect of non-
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(a) Ideal motion
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(b) 0.1% non-ideal motion
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(c) 1% non-ideal motion
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(d) 10% non-ideal motion
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Figure 3.8: Maximum azimuth beamwidth as a function of incidence angle. In each subfigure,
the various curves indicate slant-range resolution in multiples of wavelengths. In all cases,
the phase-center of the scattering-cell is located in the corner away from the physical center.
Subfigure (a) shows ideal motion. The remaining subfigures show non-ideal motion in slant-
range as a percentage of range to the scattering-cell.

ideal motion is more pronounced: the minimum incidence angle with non-zero beamwidth

is 20◦, with the exception of the 200λ resolution which has a minimum acceptable incidence

angle of 30◦. By 30◦ incidence the maximum beamwidth is as it is without non-ideal motion

for all but the 200λ case.

Figure 3.8(d) shows curves similar to the previous cases when there is 10% height-

to-lateral/elevation random path deviation. With this amount of motion the results are very

dependent on the incidence angle. Incidence angles smaller than 10◦ are unacceptable at any
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resolution. At phase-center displacements of 200λ only a very narrow beamwidth is allowed

over a small range of incidence angles.

In most imaging situations the limit on azimuth beamwidth is not an issue. However,

there are certainly cases where this issue could arise, especially in low altitude SAR. For ex-

ample, if a SAR platform is 500 m above the ground and is imaging at 40◦ incidence with a

20◦ beamwidth antenna, then the aperture is 230 m wide. If the platform is traveling in the

along-track direction at 25 m/s, then a 10 m/s cross-track velocity causes a residual phase

error large enough that the pulses on the edge of the aperture add destructively for any cells

whose phase-center is 20 or more wavelengths away from the center of the cell. While the

effect may not be dramatic (as it may only affect a relatively small percentage of pulses) it

does limit the effective maximum azimuth resolution and introduces artifacts.

3.4.4 Squint

Squint-mode SAR is where the antenna pointing angle is not coincident with the zero

Doppler plane. Where the squint is zero, the antenna points directly at a target when at the

point of closest approach (i.e., when the target is in the zero Doppler plane).

As cited previously, frequency domain algorithms typically require special processing

in order to form images from squinted raw data. This arises for two main reasons. First,

squint shifts the azimuth chirp spectrum so that it is no longer centered at 0 Hz. This necessi-

tates modification of the azimuth matched filter. Second, the range and azimuth dimensions

begin to couple and are no longer orthogonal, which has differing effects on the algorithms

depending on the nature of their assumptions of orthogonality. The effects become especially

pronounced at larger squint angles (>30◦).

Because backprojection models the propagation phase of the expected received signal

as part of the matched filter, squint-mode operation does not require any special processing.

In other words, backprojection natively forms images from even highly squinted geometries;

Doppler-centroid shift needs no special handling. This is an important point because of the

constraints placed on frequency domain algorithms which are taken care of by backprojection

without any modification. This point is detailed further in the appendix Sec. 3.6.
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Examples illustrating the impulse response of a squinted point target are shown in the

contour plots of Fig. 3.9. The subfigures show squint angles of 0◦, 15◦, 30◦, 45◦, 60◦, and 75◦,

respectively. The processing parameters are a 45◦ incidence angle, a 30 cm wavelength, and

1 m range/azimuth resolutions. The target is maximally displaced from the physical center

of the scattering-cell, as described previously. In subfigure (a), notice the orthogonal sinc-like

pattern in the range (cross-track) and azimuth (along-track). As the squint angle increases,

the range and azimuth responses are no longer orthogonal. While the range response stays

roughly the same (though the exact sidelobe structure changes and it is rotated by approxi-

mately the squint angle), the azimuth sidelobes diminish as the squint angle increases. The

azimuth sidelobes diminish because of the increased number of pulses summed in backpro-

jection. Additionally, the shape of the main lobe goes from circular to ovular, though the area

remains the same. At higher squint angles the azimuth sidelobes all but disappear. This is due

to the increased dwell time at higher squint angles. Examining each of the plots, it is apparent

that backprojection handles squinted geometry without special handling requirements.

There is a small limitation on the maximum squint that SAR may accept. In the previ-

ous subsection, limits on the usable azimuth beamwidth are developed. For the same reasons

described there, for high squint cases, if the phase-center of the scattering-cell is too far dis-

placed from the physical center then the phase errors may grow too large and sum destruc-

tively. This, however, is not an issue for typical SAR antenna azimuth beamwidths (which are

less than 20◦).

3.4.5 Range-compressed Signal Interpolation

As discussed in Sec. 3.2.1, the time-domain backprojection algorithm is usually ex-

pressed with the range-compressed signal as a function of continuous fast-time. This implic-

itly provides the range-compressed value corresponding to the exact propagation delay to

the target. In practice, however, the range-compressed signal is composed of discrete sam-

ples. Because the available sample point may not actually correspond to the time-delay to

the phase-center of the cell, the signal must be interpolated to the desired range otherwise a

small error results (even though the signal is properly sampled at or above the Nyquist rate).
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(a) 0◦ squint
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(b) 15◦ squint
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(c) 30◦ squint
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(d) 45◦ squint
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(e) 60◦ squint
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(f) 75◦ squint
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Figure 3.9: Point target impulse response in range and azimuth for varying levels of squint.
The flight track is ideal and the antenna positions are known exactly. With zero squint, the
range and azimuth responses are orthogonal. As squint is introduced, this is no longer true.
The direction of both responses turns with the direction of the range response approaching
the squint angle.
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(a) Range response
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(b) Azimuth response
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Figure 3.10: Range and azimuth impulse responses for varying factors of upsampling. The
range response is misshapen without upsampling, but at an upsampling factor of 2 is the
same as an upsampling factor of 32. The azimuth response shows the varying sidelobe levels
depending on the upsampling factor. All have the same peak magnitude.

Several interpolation methods are available: nearest neighbor, upsampling nearest neighbor,

linear, spline, etc. The upsampling nearest neighbor is performed by upsampling the signal

and then choosing the sample closest to the desired point. This approach has the advantages

of providing good results, being computationally efficient, and simple.

The effects of range-compressed pulse upsampling are shown in Fig. 3.10. The sim-

ulation parameters are the same as given in Sec. 3.4.4 on page 60. Each subfigure shows

upsampling factors from 1 (no upsampling) to 32. Subfigure (a) gives the range impulse re-

sponse of a point target and (b) gives the azimuth response. Notice in all of the cases (both

range and azimuth response), upsampling has minimal effect on mainlobe peak power and

width; the upsampling effects are primarily related to sidelobe structure. The minor exception

to this is that the range response of the mainlobe is slightly misshapen without upsampling.

Upsampling factors of 2 through 32 show practically identical range sidelobe structure.

In azimuth, just an upsampling factor of 2 dramatically lowers the sidelobes near the

peak, however, the sidelobes eventually return to nearly the same levels as without upsam-

pling. It is not until an upsampling factor of 8 that the sidelobes are significantly reduced

across the entire width of the response. Upsampling factors of 16 and 32 also show marginal
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improvement in sidelobe reduction. In practice, sidelobe performance may be dominated by

other factors such as DEM or antenna position estimate errors.

3.5 Discussion

This section discusses the results of the chapter and summarizes its contributions. First,

the questions of where backprojection is advantageous and when is it applicable are answered.

Following that, a summary of the contributions of each section is presented.

Examining the list of backprojection advantages in Section 3.1, many are not particu-

larly applicable to spaceborne use (e.g., motion compensation, ground-plane imaging, highly

parameterizable matched filter). This is because the spacecraft motion is very regular (i.e.,

nearly ideal). Additionally, a spaceborne platform has very far range-to-target and generally

has a narrow enough range swath that the change in incidence angle across the swath is mi-

nor. It is at lower altitudes where the backprojection advantages become consequential due to

significant non-ideal motion, high range-migration, dynamic imaging modes, etc.

Backprojection may be seen as an ideal two-dimensional, spatially-varying matched

filter. If the imaging geometry is known exactly then backprojection is exact. Unfortunately,

this is rarely the case since the phase-center of the scattering-cells is unknown and there is

inaccuracy in the measurement of the platform position. As discussed in previous sections, the

phase-center of the scattering-cell may be offset from the physical center of the cell, the DEM

height may not be exact, and the INS measuring the SAR platform positions may have errors

in the measurements. These uncertainties lead to phase errors that distort the backprojection

solution. Fortunately, however, these errors are often small.

As shown in Sec. 3.4.1, for common slant-range resolutions, the effect of having the

phase-center located away from the physical center of the scattering-cell is minimal as long as

there is little DEM error. Since high quality DEMs are available over many parts of the Earth,

this requirement can often be met. Additionally, considering that many imaging scenarios

involve distributed targets whose phase-center is near the physical center of the cell, this issue

is further moderated for such targets (though discrete targets may still be affected).
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Table 3.2: Inertial Measurement Units (IMUs)

Grade Cost Weight
Accelerom-

eter Bias
Error

Horizontal Position Error (m)

Units (lbs) (mg) 1s 10s 60s 1hr
Automotive $1 -

$500
< 0.5 125 620 mm 60 m 2.2 km 7900 km

Industrial $500 -
$3k

< 1 3 15 mm 1.5 m 53 m 190 km

Tactical $5 - $30k 2.5 0.3 1.5 mm 150 mm 5.3 m 19 km

Navigation > $100k > 6 0.025 0.12 mm 12 mm 0.44 m 1.6 km

The requirement of precise antenna position knowledge necessitates use of a high

quality INS. An INS typically incorporates an inertial measurement unit (IMU) and global

position system (GPS). The combination allows for accurate measurement of both relative

and absolute motion. The GPS also mitigates drift in the IMU. Table 3.2 provides general

specifications for typical grades of IMU.1 While lower cost automotive and industrial grade

IMUs are available, their performance is not suitable for SAR image formation.

One factor constraining the specification of required IMU precision is the amount of

drift that accumulates during a given synthetic aperture. For example, recall from Sec. 3.4.2

that along-track drift of one resolution length may occur across the synthetic aperture before

significant degradation occurs. If a tactical grade IMU is used and the azimuth resolution is

15 cm, then the synthetic aperture length is constrained to be no longer than approximately

10 seconds. Consider two examples of platform height:

• If the azimuth beamwidth is 8◦, the incidence angle is 45◦, and the platform elevation

is 300 m above the ground, then the synthetic aperture length is 60 m. If the platform

travels at 30 m/s then the synthetic aperture length is 2 sec so the tactical grade IMU is

acceptable.

• If, however, the altitude is 3000 m above the ground, with all other specifications the

same as before then the synthetic aperture length is 600 m (20 seconds) and an unac-

ceptable amount of drift may occur during during a single aperture.

1As used here, tactical grade means an accelerometer bias error less than 1 mg.
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Thus, a given imaging geometry constrains the choice of IMU. This requirement may be re-

laxed through the use of an autofocus algorithm. Autofocus algorithms are commonly used

in SAR to remove phase errors due to uncompensated motion, hardware limitations, or other

non-ideal effects [4, 32, 33, 34, 35, 36, 37]. Appendix A on page 145 discusses autofocus in

more detail.

In addition to showing situations that are well suited to the use of backprojection,

the analysis presented in this chapter presents several novel concepts. In Section 3.2, a gen-

eral expression for time domain backprojection from first principles is derived. This general

derivation does not assume separability of the along-track/cross-track dimensions nor does it

assume a homogeneous point spread function across range and azimuth. Because the gen-

eral formulation is very computationally expensive, it is shown when approximations may be

made to separate the range and azimuth compression steps which greatly aids computational

efficiency.

In Section 3.3 the Bakhshali square root approximation is used to derive an expression

for the range residual across very wide azimuth angles. This allows for a more accurate

analysis of the effects of residual range/phase. It is also shown that the first-order Taylor

series approximation is generally sufficient for the case of narrow-beam antennas. The residual

range derivation is used as a basis for describing the sensitivity of backprojection to various

imaging parameters. For example, the sensitivity to motion, range, etc. in a given dimension is

higher the more the phase-center is displaced in that dimension. Increasing the slant-range-to-

target desensitizes the residuals with respect to motion and phase-center displacement. Also,

narrow-beamed antennas are not sensitive to small along-track phase-center displacement.

In Section 3.4, the performance characteristics of backprojection are described. While

all possible geometries are not tested as there are too many degrees of freedom to exhaus-

tively show them all, important cases are given and the concepts necessary to calculate the

performance specifications for a given geometry are provided. Beyond these position accuracy

considerations discussed above, an expression for the maximum azimuth antenna beamwidth

for a SAR based on its resolution is derived. This derivation assumes the scattering-cells

phase-center is maximally displaced (i.e., at the edge of the cell). It is shown that squint and
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Doppler-centroid shift are not problematic for backprojection and require no special treatment.

Finally, the effects of upsampling the range-compressed signal are shown.

3.6 Chapter Appendix: Doppler Centroid

For ideal, linear motion, the Doppler frequency of a given target monotonically de-

creases as the platform approaches and then passes that target. The Doppler frequency begins

at a positive value, goes through zero at the point of closest approach, and then decreases to

its minimum. This leads to a bijective (one-to-one) relationship between slow-time and the

Doppler (azimuth) frequency. An excellent treatment of Doppler centroid and squint as it re-

lates to frequency domain algorithms is presented in [3]. From [3], the relationship between

slow-time η and Doppler frequency fη is

fη = − 2V 2
r η

λ
√
R2

0 + V 2
r η

2
, (3.56)

η = − λR0fη

2V 2
r

√
1− λ2f2η

4V 2
r

, (3.57)

where Vr is the relative along-track velocity between the platform and the target, λ is the

carrier wavelength, and R0 is the distance at the point of closest approach. The range cell

migration (RCM) in the range-Doppler domain is

Rrd (fη) =
R0√

1− λ2f2η
4V 2
r

. (3.58)

The Doppler centroid frequency is

fηc =
2Vr sin θsq,c

λ
, (3.59)

where θsq,c is the slant-range squint angle to the target. Note that this angle may change as

a function of ground-range; thus the Doppler centroid frequency may vary across the range

swath.
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When a narrow-beam antenna with zero squint is used, the relationship between fre-

quency and time is approximately linear in the main lobe since the range function may be

approximated as parabolic. However, for a wide beam antenna or for the case of squint,

the relationship is more non-linear and the hyperbolic form must be used. Because the rela-

tionship between slow-time and azimuth frequency is non-linear, image formation using the

range-Doppler algorithm requires two modifications: (1) RCM compensation and the azimuth

matched filter must use the hyperbolic form for range. (2) The coupling between range and az-

imuth necessitates secondary range compression (SRC). SRC is a filter that corrects the effects

of target blurring due to the range/azimuth coupling. There are several methods of perform-

ing SRC, but for the case of high squint, it should be performed in the 2D frequency domain

so that the azimuth frequency dependence of the coupling may be taken into account. When

performed in this manner, SRC is computationally expensive–more computationally expensive

than either the chirp-scaling algorithm or the omega-K algorithm. Note that SRC is assumed

to be independent of range-to-target and Vr, which may be inaccurate for some geometries

[3].

Squint and Doppler Centroid

In order to illustrate the effects of squint on the spectrum of a target, Fig. 3.11 shows

the two-dimensional spectrum of a range-compressed point target for varying levels of squint.

The azimuth sampling rate is the Nyquist rate at the point of closest approach, and the car-

rier wavelength is 0.3 m. At 0◦ squint the along-track spectrum is centered at zero and is

symmetric about zero with no skew. As the squint angle increases, the along-track spectrum

shifts according to the cross-track frequency. This has the effect of translating and skewing the

spectral envelope of the target. By 10◦, the envelope has made one complete wrap. At higher

squint angles, the decrease in the bandwidth of the Doppler chirp becomes apparent. Without

modification, the spectrum of the matched filter of the range-Doppler algorithm matches the

envelope in subfigure (a). The backprojection spectrum for a given pixel natively matches the

spectrum of the target, whatever the squint angle may be.

67



A
lo

ng
-t

ra
ck

N
or

m
al

iz
ed

Fr
eq

ue
nc

y
(r

ad
ia

ns
)

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
0◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
2◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
4◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
6◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
8◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
10◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
12◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
14◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
16◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
20◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
30◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
40◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
50◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
60◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3
70◦ squint

-3 dB
-6 dB
-10 dB
-15 dB

Cross-track Normalized Frequency (radians)

Figure 3.11: 2-D spectrum of a range-compressed point target for various squint angles. The
envelope wraps approximately every 9◦.
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Chapter 4

Multistatic Geometric Correlation

4.1 Introduction

In order to motivate the analysis of multistatic geometric correlation, some background

is necessary. As stated in Chapter 2, multistatic radar denotes the use of multiple combinations

of monostatic and bistatic data. Multistatic radar may be considered a type of multiple-input

and multiple-output (MIMO) technology [38] (in this chapter, the terms multistatic and MIMO

are used interchangeably). In wireless communications, use of MIMO techniques can signif-

icantly increase channel capacity and link range [39]. Because of the advances MIMO has

brought to communications, researchers have sought to apply MIMO techniques to radars,

which have traditionally been single-input and single-output (SISO) only.

Current research divides MIMO radar into two categories: collocated (or coherent) and

distributed (or statistical) [38]. With a collocated multistatic radar, transmit/receive antennas

are placed close together, while a distributed multistatic system has antennas separated over

a wide area. In both cases, many agree that despite the disadvantages of cost and complexity,

there are potential advantages in surveillance radar for MIMO over conventional SISO [38,

40, 41, 42, 43, 44, 45, 46, 47, 48]. There are, however, critics who doubt the merits of MIMO

radar [49]. In either case, MIMO radar is currently a heavily researched area.

Because of the potential advantages multistatic techniques bring to radar, researchers

have sought to bring similar advantages to SAR. The advantages, however, of MIMO SAR over

traditional SAR are vague and few papers have been published on the topic. Of those papers
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that have explored MIMO SAR, each presents a specific method using MIMO techniques, but

none adequately motivates the use of MIMO for SAR, especially given the additional cost and

complexity incurred with such a system. For example, one such paper discusses MIMO interfer-

ometry waveform techniques, but doesn’t show or cite any advantages or performance analysis

[50]. Another paper shows how to lower the minimum required pulse repetition frequency

(PRF) [51], but this could be achieved without MIMO through the use of multiple receive-only

antennas in azimuth. Several papers discuss using a specific constellation of distributed MIMO

SARs with varying incidence angles to obtain somewhat higher range resolution than given by

the transmit bandwidth [52]. Another paper claims lengthened range swath via orthogonal

frequency-division multiplexing (OFDM) [53], but without any underlying improvement in

resolution. A few other papers present signal synthesis and hardware design, but neglect any

treatment of why MIMO SAR would be useful in practice [54, 55, 56, 57].

A key consideration in determining the utility of MIMO as applied to SAR is whether a

particular MIMO SAR configuration operates in the collocated or the distributed regime. This

can be determined by evaluating the signal correlation between the MIMO SAR channels. In

order to develop the necessary tools for this evaluation, this chapter examines MIMO SAR

signal correlation from first principles for various multi-static imaging geometries. This allows

us to determine which regime a MIMO SAR utilizes and therefore its merits. Operating in the

collocated regime is desirable for coherent processing whereas operating in the distributed

regime is desirable for obtaining independent looks. The correlation analysis also becomes

useful in the next chapter on interferometry.

Section 4.2 begins with a development of the correlation model, including an expla-

nation of how this analysis is being performed and why it is different from previous analyses.

Next, Section 4.3 derives an analytic expression for the correlation of MIMO signals in various

geometric configurations. The section then presents a numerical analysis that allows for more

complicated situations. Section 4.4 concludes with an analysis of various imaging scenarios

and determine whether a given MIMO geometry is considered collocated or distributed.
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4.2 Correlation Development

In multistatic imaging, multiple antennas are located at different positions in space.

Because of this, each transmit/receive antenna pair has a different signal. The antenna sepa-

ration leads to decorrelation of the signals of the antenna pairs. The extent to which signals

from different geometries are decorrelated determines the degree to which various MIMO

techniques are valid or meaningful. Therefore, it is critical to quantify the signal correlation

for an assumed MIMO geometry in order to analyze its effects on a given processing regime.

This section begins with an explanation of how this analysis differs from analyses that

have been performed previously. Following that is a discussion of how different geometries

affect signal correlation. Finally, the section provides some geometric approximations to facil-

itate the solutions for signal correlation.

4.2.1 Motivation

Previous authors [58, 59, 60, 61, 62, 63] have investigated geometric correlation of

SAR pixels for analyzing the correlated signal needs of interferometry. Despite starting with

similar assumptions, at least four different models for geometric correlation have been devel-

oped [58, 59, 60, 61]. Each make the same first-order assumptions, but diverge in higher-

order assumptions as well as specific methodology. It is not immediately obvious which is

most accurate or most applicable in a given situation.

The previous methods share a common feature in that image formation is in the slant-

plane. Performing the correlation analysis in the slant-plane leads to assumptions that are

sufficient for cases where the antenna baseline separation is relatively small (i.e., interferom-

etry), but may not be appropriate for general multi-static SAR.

An important assumption in deriving the correlation for distributed target pixels is

that the individual scattering targets are uncorrelated between each other and are uniformly

distributed over the surface, i.e., they are uniformly distributed in the ground-plane. When

viewed in the slant-plane, the density of scatters are biased toward one end of a scattering-cell,

where the bias depends on the incidence angle of the antenna to the cell. Figure 4.1 demon-

strates this point by showing the scatterer probability distribution in the ground and slant

71



56 56.2 56.4 56.6 56.8 57 57.2 57.4 57.6 57.8 58

0.4

0.42

0.44

0.46

0.48

0.5

0.52

0.54

0.56

0.58

P
ro

b
ab

il
it

y

Horizontal Position (m)

 

 
Ground Plane
Slant Plane

Figure 4.1: Comparison of scatterer distribution in the ground and slant planes for a 30◦ in-
cidence angle. The scatterers are uniformly distributed in the ground plane inside a cell of
length 2 meters in range.

planes for a 30◦ incidence angle. In other words, when viewed in the slant-plane the targets

do not have a uniform distribution. In addition to this, the slant-plane image formation does

not account for differences in the effective size of the scattering-cell (i.e., ground-plane range

resolution) of the two antennas as a function of incidence angle and the corresponding effect

on correlation. These issues lead to inaccuracy as antenna separation increases. As MIMO

antennas are potentially widely separated, a more general correlation model is necessary.

The correlation model presented here is based on the phase-center displacement from

the physical center of a scattering-cell. As shown in Chapter 3, if the imaging geometry

(including scattering-cell phase-centers) were known exactly and used to parameterize the

matched filter, then the residual backprojection pixel phase is zero. As will be shown later,

this implies that no matter the antenna separation, multistatic backprojected pixels would be

perfectly correlated. It is therefore the unknown precise location of the phase-center that leads

to geometric decorrelation.
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Because backprojection is an ideal matched filter, it is a natural choice for perform-

ing the correlation analysis. Backprojection has the advantage that images are formed in

the ground-plane which explicitly handles ground-plane resolution difference and accurately

reflects the target model of uniformly distributed scatterers in the ground-plane. As in the pre-

vious chapter, throughout the analysis the term pixel refers to the imaged signal and scattering-

cell refers to the physical location being imaged.

4.2.2 Signal Pairs

Previous authors have modeled geometric decorrelation in SAR based on certain as-

sumptions, including slant-plane image formation or approximations for the ground-range

wavenumber. As mentioned earlier, accuracy can be improved upon using a ground-plane

analysis. Because of this, I perform a new analysis of the geometric decorrelation using the

pixels resulting from a ground-plane (i.e., backprojection) image formation algorithm.

Consider a general two transmit/receive channel case (see Fig. 4.2). Two antennas A

and B illuminate a scattering-cell with dimensions equal to one range resolution bin by one

azimuth resolution bin. The two antennas are placed in separate locations and observe the

scattering-cell center C and an individual scatterer D. Because the antennas are not collocated,

the antenna-to-cell-center and antenna-to-scatter propagation lengths differ. As the relative

path lengths are different, the antennas each observe a different residual phase after matched

filtering. This phase difference leads to geometric decorrelation. Recall from Section 3.2.1

that if a single isotropic scatterer is located at the center of the cell, there is no residual phase

and thus no geometric decorrelation.

The correlation metric I use is the Pearson product-moment correlation coefficient

(PPMCC) given by Rodgers and Nicewander [64]

ρA,B =
cov(A,B)

σA σB
(4.1)

=
E [AB∗]− E [A] E [B]√

E
[
|A|2

]
− |E [A]|2

√
E
[
|B|2

]
− |E [B]|2

,
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Figure 4.2: Scattering geometry for two antennas. Points A and B are the locations of the
antennas, point D is the location of the scatterer, and point C is the center of the resolution-
cell (image pixel).

where A and B are two random variables representing the complex pixel values and E [·] is

the expectation operator. The PPMCC may also be written using samples instead:

ρA,B =

∑n
i=1(Ai − Ā)(Bi − B̄)√∑n

i=1(Ai − Ā)2
√∑n

i=1(Bi − B̄)2
, (4.2)

where An and Bn are the sample sets and Ā and B̄ are the sample means. The PPMCC is a

measure of the linear dependence between two random variables. Its absolute value produces

a scalar between 0 and 1 where a value of 0 implies no linear correlation while a value of

1 implies a linear (or nonlinear bijective) equation perfectly represents the relationship of

both random variables. An important property of the PPMCC is that it is invariant to affine

transformations (i.e., X → mX+ b produces the same correlation coefficient). These qualities

make the PPMCC well-suited for comparing the coherence of two signals.

The signals of interest are the complex-valued pixels. These pixels come from separate

backprojected images resulting from distinct transmit/receive antenna pairs. For convenience,

the range-compressed signal gn(l) of Eq. 3.23 is transformed to g(x, y), where (x, y) is the

relative displacement of a scatterer from the cell center. From Eq. 3.25, a single pixel value I
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from an individual point scatterer is given by

I = g(x, y) =
∑
n∈N

ΓnR(∆dn) exp (jk∆dn) , (4.3)

where N is the set of all pulses contributing to the scattering-cell, Γn is a pulse dependent

term that captures the gain terms An(l) and Gn(l) from Eq. 3.4, R(l) is the range-compressed

impulse response, and ∆dn is the (two-way) difference in distance from the antenna-to-cell-

center and the antenna-to-scatterer (for each pulse).

For targets sufficiently displaced from the cell center (i.e., large ∆dn), the range re-

sponse R(∆dn) vanishes and the sum becomes insignificant. Contrariwise, if the target’s dis-

placement from the ideal position is small, the magnitude of the range response mismatch

can be neglected. In the same way, a small deviation in position has a negligible effect on

the gain terms. Eq. 4.3 may then be approximated by factoring the amplitude terms Γn and

R(∆dn) out of the sum. Therefore, because the PPMCC performs normalization and mean

removal, from a geometric decorrelation standpoint the dominating term in calculating the

PPMCC comes from the term
∑

n exp (jk∆dn). This describes the phase difference in the two

pixels formed with different imaging geometries and is a direct result of the difference in path

lengths for A and B.

Let an individual antenna be located at point A, a cell centered at point C, and a

scatterer at point D. This geometry is shown in Figure 4.3. The distance from the antenna to

the cell center is d, the distance from the antenna to the scatterer is c, and the distance from

the cell center to the scatterer is a. The angle between segments a and d is θ.

For the moment, assume that for any given antenna the difference in propagation

length from the antenna-to-cell-center d and antenna-to-scatterer c is known. This quantity

c − d is designated ∆dA,n, where the subscript indicates antenna A and n is the pulse index

which is often suppressed for notational simplicity. In the following analysis, the receive

antennas are designated A and B and the transmit antennas are designated T and U. This is

illustrated in Fig. 4.4. Where a transmit antenna is collocated with the receive antenna, it

uses the receive antenna nomenclature. A propagation path is the combination of the distance

for an individual transmitter and an individual receiver. The propagation differential distance
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Figure 4.3: Scattering geometry at a single pulse for one antenna. Point A is the location of
the antenna, point D is the location of the scatterer, and point C is the center of the resolution-
cell (image pixel).
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Figure 4.4: Illustration of MIMO scattering geometry. Points A and B represent receive an-
tennas and points T and U represent transmit antennas. The residual propagation distance
for each antenna to the scattering-cell is ∆d, with a subscript distinguishing the respective
antenna.
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Table 4.1: Four Imaging Geometry Cases

Case Type Description
Propagation

Difference ∆∆d
µ

1 SIMO 1 Tx + 2 Rx ∆dA −∆dB 1
2 MISO 2 Tx + 1 Rx ∆dT −∆dU 1

3
Monostatic

MIMO
2 Collocated

Tx/Rx
2 (∆dA −∆dB) 2

4
General
MIMO

2 Tx + 2 Rx
(∆dA + ∆dT )−
(∆dB + ∆dU )

-

between two paths (e.g., channels AT to BU) is designated ∆∆d. We now consider four

antenna placement geometries summarized in Table 4.1 and described below.

1) A single transmitter and two receivers. This is the single-input and multiple-output (SIMO)

case. The propagation differential between the two channels is

∆∆d = [(∆dT + ∆dA)− (∆dT + ∆dB)]

= ∆dA −∆dB. (4.4)

The propagation difference is dependent only on the receiver positions, not the trans-

mitter position. Thus, the transmit antenna may be collocated with one of the receive

antennas (i.e., monostatic) without any change in effect.

2) Two transmitters and a single receiver. This is the multiple-input and single-output

(MISO) case. Here,

∆∆d = [(∆dT + ∆dA)− (∆dU + ∆dA)]

= ∆dT −∆dU. (4.5)

This result is similar to case 1: the propagation difference is only dependent on the

transmitter locations, not the individual receiver. For quantitative correlation analysis,

this can be considered the same as case 1.
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3) Two monostatic radars. As there are multiple transmitters and multiple receivers, this

can be considered a special case of MIMO.

∆∆d = [(∆dA + ∆dA)− (∆dB + ∆dB)]

= 2 (∆dA −∆dB) . (4.6)

In this case, the propagation difference is double those in the previous cases and can be

treated similarly in analysis with only slight modification.

4) Two bistatic radars. This is the general MIMO case where neither receiver nor transmitter

is collocated.

∆∆d = (∆dT + ∆dA)− (∆dU + ∆dB) . (4.7)

For this case, no simplification can be made and the full geometry must be used to

determine decorrelation effects.

4.3 Pixel Correlation

With the correlation background developed the correlation solutions may be found.

The first subsection presents an analytic solution for the case of an individual isotropic scatter

inside a scattering-cell. The second subsection presents a numerical analysis which allows

for more sophisticated scattering situations. The final subsection ends with an analysis of

decorrelation due to volumetric scattering.

4.3.1 Analytic Solution

For isotropic scattering, the geometric correlation depends on the propagation differ-

ential ∆∆d at the pixels of interest. Recall the geometry given in Figure 4.3. As stated previ-

ously, if a scatterer is not located at the cell’s center, there is a residual phase φ̃n contributed

for every pulse n summed:

φ̃n = k (∆dT,n + ∆dA,n) ,
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where subscripts T and A refer to the transmit and receive antennas, respectively, and n is

the pulse index. From this, Eq. 4.3 (a single pixel with an individual point scatterer) can be

rewritten as

I = Γ
∑
n

exp [jk (∆dT,n + ∆dA,n)] , (4.8)

where Γ captures all of the amplitude terms (e.g., antenna gain, radar system gain, propaga-

tion loss, etc).

I now provide an analytic solution to the PPMCC of Eq. 4.1 for an individual scatterer

contained in a resolution-cell. The expected value of the pixel I is

E [I] =

¨
f(x, y)p(x, y)dxdy, (4.9)

where f(x, y) is the backprojected value and p(x, y) is the (pdf), with x and y the scatterer dis-

placements from the physical center of the scattering-cell. The expected value of the product

of two perfectly registered pixels received by different antennas is

E [IAI
∗
B] =

¨
fA(x, y)f∗B(x, y)p(x, y)dxdy. (4.10)

As shown earlier, f has, in general, non-zero response away from its peak. For the purpose of

finding a simple analytic solution, the limits of integration are constrained to be bounded by

the resolution of the cell. Further, a flat response across the resolution-cell is assumed. These

assumptions are relaxed in the numerical solution later.

Substituting Eq. 4.8 into this result yields

E [IAI
∗
B] =

¨ ∑
n

|Γn|2 exp [jk (∆dA,n −∆dB,n)] p (x, y) dxdy, (4.11)

assuming identical antennas and gain. For the moment, let the scatterer vertical displacement

z be 0. Additionally, let us assume that the relative position of the scatterer at x and y are each

uniformly and independently distributed across a cell bounded by the azimuth resolution Rx
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and the range resolution Ry of the radar. Eq. 4.11 then becomes

E [IAI
∗
B] =

1

RxRy

ˆ Ry/2

−Ry/2

ˆ Rx/2

−Rx/2

∑
n

|Γn|2 exp [jk (∆dA,n −∆dB,n)] dxdy. (4.12)

The sum in this expression poses a problem in finding an analytic solution to E [IAI
∗
B]

(i.e., in general no closed form solution exists). However, the sum may be simplified under

certain conditions. For a side-looking SAR in strip-map mode with zero squint, the pulses near

the point of closest approach contribute the most to this sum (similar to those discussed in

Chapter 3). Furthermore, as long as the resolution size of the scattering-cell is not excessively

large (e.g., Ry < 100λ), the propagation difference ∆d does not vary widely across the pulses.

Therefore, Eq. 4.12 may be approximated as

E [IAI
∗
B] ≈ Γ

RxRy

ˆ Ry/2

−Ry/2

ˆ Rx/2

−Rx/2
exp [jk (∆dA −∆dB)] dxdy, (4.13)

where ∆dA and ∆dB are the differences at the pulse occurring at the point of closest approach

and Γ ≈ ∑n |Γn|2. In simulation, this leads to a net phase error generally less than 10%.

However, the difference between the approximated phase and the actual phase resulting from

the approximation is similar for both A and B. Hence, the resulting correlation error is small

and Eq. 4.13 is a good approximation for the purposes of collapsing the sum to obtain an

analytic expression of the pixel correlation. The full sum is used in the numerical calculations

of the next section.

After some manipulation, Eq. 4.13 can be written as

E [IAI
∗
B] = − r2

Ar
2
BVXVY

µ2k2RxRyWAWBQ
, (4.14)
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where rA and rB are the one-way distances from the target to antennas A and B, respectively,

VX = ξAξCB − ξBξCA ,

VY = ψAψCB − ψBψCA ,

WA =
√
ξAξCAψAψCA ,

WB =
√
ξBξCBψBψCB ,

Q = (rA (xB − xC) + rB (xC − xA))

· (rA (yB − yC) + rB (yC − yA))

and

ξA = exp

(
jµkRxxA

rA

)
, ξCA = exp

(
jµkRxxC

rA

)
,

ξB = exp

(
jµkRxxB

rB

)
, ξCB = exp

(
jµkRxxC

rB

)
,

ψA = exp

(
jµkRyyA

rA

)
, ψCA = exp

(
jµkRyyC

rA

)
,

ψB = exp

(
jµkRyyB

rB

)
, ψCB = exp

(
jµkRyyC

rB

)
.

Solving for the remaining pieces of Eq. 4.1, we obtain

E [IA] = − r2
A (ξA − ξCA) (ψA − ψCA)

µ2k2RxRyWA (xA − xC) (yA − yC)
, (4.15)

E [IB] = − r2
B (ξB − ξCB) (ψB − ψCB)

µ2k2RxRyWB (xB − xC) (yB − yC)
, (4.16)

E [IAI
∗
A] = 1, (4.17)

E [IBI
∗
B] = 1. (4.18)

Substituting Eq. 4.14 - 4.18 into Eq. 4.1 yields the analytic solution for geometric correlation.

In the equations above, the constant µ is 1 in the SIMO and MISO cases (cases 1 and

2 from Section 4.2.2) and µ is 2 for the special MIMO case of correlating pixels from two

monostatic radars (case 3). An analytic solution for case 4 exists, but is significantly more

complicated and doesn’t lend any more intuition than examination of the formulas above.
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Figure 4.5 shows plots of the single pixel correlation ρAB for cases µ = 1 and µ = 2

for side-looking SAR with zero squint. Each curve in the plots corresponds to a scattering-cell

where the length in range (i.e., range resolution) is a multiple of the radar wavelength (i.e.,

Ry ∝ λ). The along-track cell size (azimuth resolution) is constant. There reference antenna

A, corresponding to the reference signal IAA, is located at an incidence angle of 45 degrees at

the point of closest approach. The second antenna B is placed at the same range-to-target as

Antenna A but the incidence angle is varied from 0 to 90 degrees.

As expected, the signal correlation is 100% when the incidence angles are identical

(i.e., the antennas are physically collocated). This result holds true for scattering-cells of

any size. As the angular separation between the two receive antennas widens, the signals

decorrelate in roughly a sinc-like manner. Note that the signals decorrelate more rapidly as the

range resolution increases with respect to the wavelength. Also, notice that the curves for µ =

2 (two monostatic radars) in Fig. 4.5(b) are the same as those for the µ = 1 case in Fig. 4.5(a)

when the range resolution Ry is doubled. This provides the reasoning for designating the

cases as µ = 1 and µ = 2, referring to the coefficient µ in Eqs. 4.14 - 4.18.

Figure 4.6 shows correlation plots for the µ = 1 cases when the elevation angle is kept

constant but the azimuth angle is varied. Subfigures (a), (b), and (c) correspond to antennas

with azimuth beamwidth 10, 20, and 40 degrees, respectively. As in the previous examples,

several curves are presented at various range resolutions. The azimuth resolution is constant

for each plot as it is implicitly a function of the antenna’s effective azimuth beamwidth. The

reference antenna is placed at the point of closest approach (0◦ azimuth). Both the refer-

ence antenna and the secondary antenna are placed at a constant height corresponding to an

incidence angle of 45◦ at the point of closest approach.

These plots provide information on how correlated individual pulses are across a syn-

thetic aperture. For radars with a range resolution on the same order of magnitude as the

wavelength, decorrelation is low across the synthetic aperture. Notice, however, that as the

beamwidth becomes wider, which corresponds to finer azimuth resolution, it becomes critical

to have fine range resolution also in order to maintain coherence across the synthetic aperture.
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(a) Case µ = 1
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(b) Case µ = 2
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Figure 4.5: Analytic solution of pixel correlation for a single point target. (a) shows geometry
cases 1 and 2 (µ = 1) and (b) shows geometry case 3 (µ = 2). The reference antenna is placed
at an incidence angle of 45◦ and the second antenna is rotated from incidence angles 0◦ to 90◦

at a fixed range from the target. Multiple curves are shown, where each represents a different
range resolution. The range resolution is a function radar wavelength (i.e., Ry ∝ λ).

83



(a) 10◦ Azimuth Beamwidth
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(b) 20◦ Azimuth Beamwidth
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(c) 40◦ Azimuth Beamwidth
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Figure 4.6: Pixel correlation for µ = 1 cases of antennas separated in azimuth. Each sub-
figures shows a different azimuth beamwidth. The curves represent range-resolution as a
multiple of wavelength. As the azimuth beamwidth increases, the along-track size of the
scattering-cell narrows. The shortening of the cell improves pixel correlation.

The analytic solution provides useful insight for understanding signal correlation at

various imaging geometries and radar parameters. However, this analytic solution is limited

to a single scatterer. A numeric solution is required for more complicated situations.

4.3.2 Numeric Solution

All of the analysis to this point has been for a single scatterer displaced from the ge-

ometric center of the scattering-cell. When there is more than one scatterer, solving Eq. 4.1
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analytically becomes intractable. However, an estimate of the correlation coefficient can be

obtained numerically by replacing the expected value operator in Eq. 4.1 with ensemble av-

erages1. The averages are performed over random realization of target location within the

scattering-cell.

Using ensemble averages, the calculation of the correlation coefficient is repeated for

the single scatterer case. In performing the ensemble averaging, a very smooth curve is ob-

tained using 104 samples, although the general shape is visible with 103. Numeric analysis for

a single scatterer confirms the results of the analytic analysis of the previous section. A figure

showing the comparison of the analytic result with the numeric result (albeit for a variable

width cell) appears later in Sec. 4.4.

Next, the numeric analysis is performed for multiple uniformly distributed (in the

ground-plane) random scatterers. Interestingly, adding scatterers does not change the aver-

aged correlation results computed for a single scatterer: using just one scatterer in the analysis

produces the same decorrelation model as using many thousand. This is because adding scat-

terers does not change the relative distribution of cell phase. This is seen in Fig. 4.7. The figure

shows a grid containing the probability distribution of a cell’s phase for various sized cells and

with a different number of scatterers. Notice the image in the upper-left corner for a cell with

one scatterer and a range-resolution equal to the wavelength. At low incidence angles the

phase is distributed from just over −π to just under π (i.e., a phase distribution width slightly

under 2π). As the incidence angle increases, the width of the phase distribution also increases.

At around 17◦ the distribution reaches ±π and begins to wrap around. Moving down to the

next image in the column, the cell length is increased to two wavelengths. The same trend

is visible but the rate of change in phase distribution (i.e., the frequency of phase wrapping)

increases. The phase distribution has already wrapped at 0◦, and wraps again around 50◦.

This phenomenon continues as the cell size is increased further. Moving to the other columns,

while the exact distribution of phase angles changes, the shape is quite similar: the transition

regions and phase wrap frequency are identical. Because the expected value of the relative

distribution of phase angles does not significantly change as scatterers are added, the corre-

1The expected value of random variable X can be approximated by the sample (or ensemble) average E [X] =
1
N

∑N
n=1 xn, where xn are the samples.
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Figure 4.7: Plot showing normalized histograms (probability distribution) of cell phase at
various incidence angles. For each plot, the vertical axis gives the distribution of phase angles
from −π to +π. Each vertical slice in a plot represents a particular incidence angle (given
by the horizontal axis). Columns correspond to different numbers of scatterers within a cell.
Rows correspond to different cell lengths (denoted as a multiple of the wavelength). The color
white represents low probability and black represents high probability.
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lation remains the same. Thus, the precise number of uniformly distributed scatterers is not

critical.

Until this point, the analysis has used the simplifying assumption that the ground reso-

lution is identical at every elevation angle. However, in reality, the ground-range resolution is

a function of incidence angle. Given a radar with a slant-range resolution Ry,slant, the ground-

range resolution Ry is commonly approximated (assumption of plane-wave propagation) by

the equation

Ry =
Ry,slant

sin θ0
, (4.19)

where θ0 is the incidence angle. Fig. 4.8 illustrates this concept. The figure shows a range

slice of a scattering-cell as viewed from antennas at points A and B. Concentric arcs with equal

radial separation are used to demarcate the areas that fall within one resolution-cell, where

the cells are registered to share the same center point. Antenna A, at a larger incidence angle

than B, has a narrower ground-range patch α than the ground patch β of antenna B. As the

ground patch α is narrower than β, it contains only a subset of the scatterers contained by the

patch that antenna B “sees.”

Because the effective cell size changes as a function of incidence angle, antennas

placed at different elevation angles contain a different set of scatterers. This causes decorre-

lation in addition to that seen previously. Thus, decorrelation is not only due to the difference

in path length to each scatterer because of variations in imaging geometry, but decorrelation

is also due to a different set of scatterers falling within the same resolution-cell.

While accounting for this phenomenon analytically is complicated, accounting for it

numerically is straightforward. A larger field of scatterers is produced, and only those scatter-

ers that are within the resolution-cell for each antenna for a particular geometry are included.

Further, in a numeric computation we can avoid the approximations used in deriving the an-

alytic expression and calculate Eq. 4.3 exactly. Using this more accurate model, Figure 4.9

shows an updated correlation coefficient ρAB for the µ = 1 cases.

Comparing Fig. 4.9 to that of Fig. 4.5, the correlation is more sensitive to separation in

incidence angle, especially for the smaller incidence angles at the left-hand side of the plot. As

the incidence angle approaches zero, the ground-range resolution becomes larger and leads
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Figure 4.8: Diagram illustrating how incidence angle affects cross-track ground-range reso-
lution. Antennas A and B have the same slant-range resolution Ry,slant. However, a larger
incidence angle corresponds to a narrower ground-range resolution Ry. Therefore, the cross-
track footprint α corresponding to antenna A is narrower than footprint β for antenna B.
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Figure 4.9: Pixel correlation for antennas of cases µ = 1 with a swath of scatterers represent-
ing actual ground-range resolution by including only those scatterers contained within the
resolution-cell.
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Figure 4.10: Diagram illustrating volume scattering. The gray area contains a volume of scat-
terers. As seen by antennas A and B, the volumes α and β contain common scatterers and
both also contain scatterers not included by the other. Compare to Fig. 4.8.

to complete decorrelation. While only a single example using this ground-range resolution is

provided here, the behavior is similar for other cases.

4.3.3 Volumetric Scattering

The analysis of the previous subsections is based on the assumption of a scattering

surface (i.e., two-dimensional topological manifold). By introducing distributed displacement

of height within the same cell, volumetric scattering results. Each “pixel” effectively becomes

a voxel representing the scattered signal from a three-dimensional volume. This is illustrated

by Fig. 4.10. The gray area in the figure represents a volume of scatterers.

Volumetric scattering is included by distributing the scatterers uniformly in the vertical

direction (as well as horizontally), where the volume height is a multiple of the range resolu-

tion of the cell. Multipath effects among the scatterers is ignored (i.e, this analysis assumes

the first Born approximation). Figure 4.11(a) shows an example of the case where the height

of the cell is equal to the length of the cell in slant-range. In this case, the correlation is similar

to that of the flat surface in Figure 4.9 for incidence angles corresponding to the “main lobe.”

As the volume height of the scatterers is increased beyond the length of the cell in

slant-range, decorrelation begins to occur. At a height of two times the slant-range length,
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Figure 4.11: Pixel correlation with volumetric scattering-cells. In (a) the volumetric height
is equal to the length of the cell in slant-range. In (b) the volumetric height is 10 times the
length of the cell in slant-range. Note the narrowed horizontal axis in (b).
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the decorrelation is increased slightly. However, at ten times the cell length in slant-range,

decorrelation occurs rapidly. Figure 4.11(b) shows curves of this case. The correlation width

is dramatically reduced and is only a few degrees wide even at fine resolutions. Thus we see

that volumetric scattering significantly affects geometric correlation.

4.4 Discussion

I now compare my results to those found in literature. Figure 4.12 provides a com-

parison of correlation models using antennas in a geometric configuration corresponding to

µ = 1 and a slant-range resolution of 4λ. Four models from literature are shown. In the figure

they are represented by: line 1 is Gatelli/et. al. [61], line 2 is Zebker/Villasenor [60], line 3

is Rodriguez/Martin [59], and line 4 is Li/Goldstein [58]. Though not visible in the figures,

at 30◦ incidence angle, line 2 is identical to line 3; at 45◦ incidence angle line 2 is identical

to line 4. Curves are also shown representing the analytic solution (line 5) and the numeric

solution (line 6).

Note that for the analytic plots of Section 4.3.1, ground-range resolution is used, whereas

this figure shows the analytic result converted to slant-range resolution via Eq. 4.19. In this

way, the analytic results may be directly compared to the numeric models and the models

from literature.

The models from literature are linear functions of incidence angle. As mentioned

previously, this is a result of the assumptions made in modeling the correlation. These results

show that geometric correlation has more of a “lobe-like” shape when a rect response function

is used. This difference is most pronounced in the near coincident separation angles, where

the correlation rolls off slowly before achieving a more linear descent. The sinc response is

still rounded at the peak but has a more linear descent, though it rolls off at higher incidence

angles. My analysis also shows that at higher incidence angles the correlation main lobe width

is wider than that predicted by the other models.

In Fig. 4.13 the 80% correlation width is shown as a function of incidence angle. The

model numbers are the same as those above in Fig. 4.12. The numeric solution is not shown

as it is nearly identical to the analytic. The cusps on the right of the plots are caused when the
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Figure 4.12: Comparison of pixel correlation for antennas (cases µ = 1) using various models
with a slant-range resolution of 4λ. Reference incidence angles by panel are (a) 15◦, (b) 30◦,
(c) 45◦, and (d) 60◦. Model numbers are 1. Gatelli/et. al. [61], 2. Zebker/Villasenor [60], 3.
Rodriguez/Martin [59], 4. Li/Goldstein [58], 5. analytic solution, and 6. numeric solution.

right-hand side of the correlation lobe hits 90◦ and thus cannot increase any farther. Notice

that all but one of the models from literature become unstable at high incidence angles.

Note that there are several assumptions and limitations of this analysis. First, both

models presented here and those found in literature are performed under the assumption

that resolution-cells are made up of isotropic scatterers. While no scatter is truly isotropic,

this assumption is commonly used for distributed targets. If, however, a resolution-cell is

dominated by anisotropic scattering (e.g. man-made targets) then the correlation plots narrow

according to the radiation beam-pattern created by the distribution of dominant scatterers

within the cell.
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Figure 4.13: Comparison of 80% correlation width for antennas (cases µ = 1) using various
models. Slant-range resolutions are 4λ, 10λ, and 20λ. Model numbers are 1. Gatelli/et. al.
[61], 2. Zebker/Villasenor [60], 3. Rodriguez/Martin [59], 4. Li/Goldstein [58], 5. analytic
solution.
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Second, there is no ground-slope parameter used in the analysis. However, because

the analysis is performed using zero slope, an arbitrary slope can be added trivially by altering

the relative incidence angle to the sloped surface.

Finally, this coherence analysis considers only geometric and volume decorrelation. It

does not represent temporal decorrelation nor decorrelation due to noise. Use of a MIMO

array usually implies concurrent imaging, and thus no temporal decorrelation. Decorrelation

due to noise is well understood and typically represented as [60]

ρ = ρ0
1

1 + SNR−1 , (4.20)

where ρ0 is the correlation due to all non-noise factors and ρ is the total correlation.

4.4.1 Results

MIMO radar techniques may be categorized into two groups: collocated (or coherent)

and distributed (or statistical). The baseline angle between each element of the MIMO array

determines which group a particular geometric configuration falls into. Certain applications

require a lower level of correlation in order to obtain independent looks. On the other hand,

having highly correlated signals is necessary if coherent processing is desirable.

In order to provide a physical sense of how correlated various geometries are, the

results of my analysis and several example geometries are given with the resulting effect on

correlation. The example geometries are presented in Table 4.2. The first column shows the

geometric configuration: slant-range resolution Ry,slant, and reference incidence angle. The

final three columns show the horizontal displacement required to reduce correlation to 75%

for the stated platform altitudes. The horizontal baseline separation is given by

B = h (tan θ1 − tan θ2) , (4.21)

where B is the horizontal baseline, h is the height above ground, θ1 is the reference incidence

angle, and θ2 is the incidence angle resulting in the given level of decorrelation. This baseline

represents a possible maximum separation for the collocated case, and a possible minimum for

94



Table 4.2: Horizontal Displacement for 75% Correlation (m)
Geometry

(resolution, incidence

angle, volume height)

100 m

Height

1000 m

Height

10,000 m

Height

4λ, 45◦, flat 16.8 167.6 1675.7
10λ, 45◦, flat 7.2 72.4 723.7
20λ, 45◦, flat 3.8 37.7 376.8
10λ, 30◦, flat 2.9 29.3 293.0
10λ, 60◦, flat 23.4 234.0 2340.0
10λ, 45◦, 1Ry 4.6 46.1 460.5
10λ, 45◦, 2Ry 2.6 25.5 255.0
10λ, 45◦, 10Ry 0.6 5.6 55.7

the distributed case. Note that this is the theoretical maximum baseline required to achieve a

certain level of decorrelation. As mentioned earlier, other sources may lead to the same level

of decorrelation at shorter baselines.

If all MIMO transmitters and receivers are required to be located on the same platform,

these results suggest that most SAR imaging scenarios result in highly correlated signals. For

the spaceborne case, this is all but guaranteed. For most airborne cases, signals are still highly

correlated when produced from the same platform. As most of the traditional multi-channel

SAR imaging has been performed from the same platform, the highly correlated nature of the

multiple signals implies that MIMO SAR research should focus on the highly correlated MIMO

regime. However, there are several exceptions to this.

As seen previously, if the radar system has very coarse range resolution then decor-

relation occurs rapidly with antenna separation. The majority of modern SAR systems have

a range resolution that is no coarser than 20 times the wavelength. Higher levels of decor-

relation may be achieved via coarser resolutions, although degrading image resolution is not

generally a desirable effect.

When the ground clutter contains significant volume scattering, decorrelation increases.

Even fine-resolution systems at higher altitudes are very sensitive to changes in incidence angle

when significant volumetric scattering is present. This suggests that MIMO SAR may provide

advantages in foliage penetration and highly urbanized areas.
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As altitude decreases, a given horizontal displacement corresponds to a wider change

in incidence angle. Thus, if a platform is able to fly at low altitudes then the correlation

baseline decreases. For typical range resolutions, this means an altitude somewhere in the

vicinity of hundreds of meters or lower. This may not be feasible for manned aircraft but

perhaps is more so for unmanned aerial vehicles (UAVs).

If a coordinated group of platforms is used (which is historically atypical of SAR), the

bi-static baseline may be increased, which can provide increased levels of decorrelation. This

may become more viable with smaller, low-cost SARs aboard UAVs.

4.4.2 Conclusion

In this chapter, the geometric decorrelation for multi-static SAR is derived for several

classes of imaging geometries. This includes both an analytic result assuming fixed scattering-

cell sizes as well as a numeric result for scattering-cells with size as a function of incidence

angle. These developments are compared to previous models of geometric decorrelation, with

the result that pixels formed in the ground-plane show lower levels of geometric decorrelation

for the same imaging geometry.

Using these results, it is possible to determine when a group of multi-static signals may

be considered correlated enough to perform coherent processing, or when they are decorre-

lated enough to perform statistical processing. These results imply that most single-platform

MIMO SAR systems would operate in the coherent MIMO regime. To operate in the decorre-

lated regime, antennas must be more widely separated.
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Chapter 5

Backprojection Interferometry

5.1 Introduction

Interferometry is a class of techniques that uses superimposed waves to derive infor-

mation about the waves. In synthetic aperture radar (SAR), interferometry may be divided

into two categories: along-track interferometry and cross-track interferometry [65]. Along-

track interferometry uses multiple receive antennas separated in the along-track dimension in

order to extract information about target motion in the imaged scene. Cross-track interferom-

etry utilizes multiple receive antennas separated in the cross-track dimension (i.e., elevation

and/or ground-range) in order to obtain the height of the imaged terrain [5]. Cross-track

interferometry is exercised in the generation of digital elevation maps (DEMs). This chapter

examines cross-track interferometry and from this point refers to it simply as interferometry.

Interferometric radars were first used in the remote sensing of Venus and the Moon to

separate the received signals from the northern and southern hemispheres of the celestial bod-

ies [66, 67]. The first interferometric airborne SAR was developed by the Goodyear Aerospace

Corporation for the United States Air Force Charting and Geodetic Squadron [68]. Later, the

principles of interferometric SAR were analyzed in detail at Jet Propulsion Laboratory (JPL)

[58, 59, 60, 62, 69].

Traditional SAR interferometry uses coherent images formed by frequency domain

methods to produce a height map of the imaged surface. Because frequency domain methods

are used, traditional interferometry is subject to two implicit assumptions: (1) imaging is in
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the slant-plane, and (2) the interferometric phase difference between the images is due to the

propagation path length difference. The time-domain backprojection algorithm, however, pro-

duces images in the ground-plane and the resulting pixels have a phase equal to the difference

between the expected propagation path length and the actual length. Thus, backprojected

interferometric phase is a difference of differences (this point is clarified later). Because of

the distinction in pixel phase of backprojection versus frequency domain algorithms, a new,

backprojection oriented interferometric method is required.

This chapter describes SAR interferometry for the time-domain backprojection algo-

rithm. The chapter seeks to explore the difference between traditional interferometry and

backprojection interferometry, and the strengths and weaknesses of both. Backprojection in-

terferometry is derived, followed by an analysis of its characteristics and a comparison to

traditional interferometry.

The chapter is organized as follows. Section 5.2 derives backprojection interferom-

etry for squint-less, side-looking SAR. Using these results, Section 5.3 compares the input

parameter sensitivity of traditional interferometry to backprojection interferometry. Specific

performance characteristics of backprojection interferometry are given in Section 5.4. Finally,

Section 5.5 concludes with analysis of the results and recommendation of when backprojection

interferometry is advantageous.

5.2 Backprojection Interferometry Derivation

For brevity’s sake, a derivation of traditional interferometry is not given here, but an

excellent derivation is given in [62]. The following derivation of time-domain backprojection

interferometry assumes a side-looking, squint-less geometry with a narrow-beam antenna as

defined in Chapter 3. As shown in that chapter, under these assumptions the phase of each

backprojected pixel can be estimated as the residual phase at the point of closest approach.

This makes a derivation of backprojection interferometry tractable.

The phase of a received coherent radar signal lends insight into the length of the

propagation path the signal traveled. Given a monostatic antenna A, the phase is a 2π wrapped
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equivalent of the distance times the carrier wavenumber (k = 2π/λ),

φ = 2kra mod 2π, (5.1)

where ra is the one-way range from the antenna to a given target. Unfortunately, because

of the phase wrapping, the range-resolution of the radar is typically not fine enough to un-

ambiguously recover the exact distance the wave traveled. However, through the use of two

receive antennas A and B, the difference in path length (ra− rb) between the two can be deter-

mined with great precision. Interferometry makes use of this fact in order to obtain the height

of a pixel’s scattering-cell.

The backprojection interferometric phase difference ∆Φ of two backprojected pixels

(registered to be the same physical location) is

∆Φ = k (∆ra −∆rb) , (5.2)

where k is the radar carrier wavenumber, and ∆r is the backprojection residual range de-

scribed in Chapter 3, with the subscripts a and b referring to the receive antennas A and B,

respectively. The quantity (∆ra −∆rb) is the “difference of differences” mentioned earlier.

Note that any contribution due to the transmit antenna is explicitly neglected so long as the

receive antennas share a common transmitter. If the scattering-cell can be assumed to have

no receive antenna-specific polarimetric phase component then the propagation phase from

the transmitter to the scattering-cell is common to both receive paths and is removed by the

interferometric difference.

As stated in Chapter 3, backprojection removes the known phase component to the

scattering-cell, leaving a residual phase due to the unknown exact range to the phase-center

of the scattering-cell. However, because the receive antennas are not collocated they do not

observe the same scattering-cell. Fig. 5.1(a) illustrates this in an exaggerated manner. Vectors

A and B are the receive antenna locations, C is the estimated scattering-cell phase-center

(for the pixel of interest), and D and E are the actual phase-centers of the scattering-cell as

observed from antennas A and B, respectively. The dashed concentric arcs show the areas that
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(a) Illustration of scattering-cells with non-overlapping areas

(b) Geometry of backprojection interferometry

Figure 5.1: Exaggerated illustration of scattering-cell phase-center differences in interferom-
etry. Receive antennas are located at points A and B. Point C is the estimated phase-center of
the scattering-cell given coarse knowledge of the topography (e.g., a digital elevation map).
Points D and E are the actual phase-centers of the scattering-cell observed by antennas at A
and B, respectively. Notice that because the two antennas are not collocated, they observe a
slightly different set of scatterers within the resolution cell.

fall within a given slant-range bin (i.e., the pixel of interest). Because the two receive antennas

observe the ground-plane from slightly different angles, they do not necessarily simultaneously

illuminate the same set of scatterers. This can cause the phase-center of the scattering-cell to

differ as observed from each antenna. The level to which they differ is a measure of geometric

decorrelation examined in the previous chapter.

Given that the two antennas may observe slightly different locations for the phase-

center of the scattering-cell, this chapter proceeds with a derivation of the interferometric

height resulting from backprojected residual phase. The interferometer geometry is given

in Fig. 5.1(b). Here, r is the estimated range from the receive antenna to the scattering-
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cell phase-center and r
′

is the actual range to the scattering-cell phase-center. The three-

dimensional displacement vector δ (δx, δy, δz) is the offset from C to D and vector ε is the

displacement from D to E. Hence,

D = C− δ, (5.3)

E = C− (δ + ε) . (5.4)

In this derivation, δ is the interferometric displacement from which height information is

obtained. Although not used here, θ is the incidence angle to the scattering-cell and α is the

interferometric angular baseline. These variables become important later in this section to

parameterize traditional interferometry.

The backprojected residual ranges ∆r are defined as

∆ra = ra − r
′
a, (5.5)

∆rb = rb − r
′
b. (5.6)

These ranges are given by the distances to the various points:

ra = ‖C−A‖ =

√
(xa − xc)2 + (ya − yc)2 + (za − zc)2 , (5.7)

r
′
a = ‖D−A‖ =

√
(xa − xd)2 + (ya − yd)2 + (za − zd)2 , (5.8)

rb = ‖C−B‖ =

√
(xb − xc)2 + (yb − yc)2 + (zb − zc)2 , (5.9)

r
′
b = ‖E−B‖ =

√
(xb − xe)2 + (yb − ye)2 + (zb − ze)2 , (5.10)
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with x in along-track, y in ground-range, and z in elevation. The actual range from receive

antenna A to the phase-center of the scatter-cell is

r
′
a =

√
(xa − xc − δx)2 + (ya − yc − δy)2 + (za − zc − δz)2 (5.11)

=
(

(xa − xc)2 + (ya − yc)2 + (za − zc)2−

δx (2 (xa − xc)− δx)− δy (2 (ya − yc)− δy)− δz (2 (za − zc)− δz)
)1/2

=
√
r2
a − δx (2 (xa − xc)− δx)− δy (2 (ya − yc)− δy)− δz (2 (za − zc)− δz) . (5.12)

Using the first-order Taylor series approximation for the square root
√
m2 + n ≈ m+ n/(2m),

this becomes

r
′
a ≈ ra −

δx (2 (xa − xc) + δx) + δy (2 (ya − yc) + δy) + δz (2 (za − zc) + δz)

2 ra
. (5.13)

The first-order Taylor series approximation is highly accurate near the point of closest ap-

proach, therefore it works well for a non-squinted geometry (see Section 3.3). For a squinted

geometry this approximation is inaccurate. However, squinted geometry is beyond the scope

of this derivation since there is no closed form solution for the squinted residual phase.

As the range from the receive antennas to the scattering-cell is presumed to be much

larger than the phase-center displacement, Eq. 5.13 can be reduced further to

r
′
a ≈ ra −

δx (xa − xc) + δy (ya − yc) + δz (za − zc)
ra

. (5.14)

Likewise, for antenna B,

r
′
b ≈ rb −

(δx + εx) (xb − xc) + (δy + εy) (yb − yc) + (δz + εz) (zb − zc)
rb

. (5.15)
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Substituting these into the range residuals yields

∆ra = ra − r
′
a

=
δx (xa − xc) + δy (ya − yc) + δz (za − zc)

ra
, (5.16)

∆rb = rb − r
′
b

=
(δx + εx) (xb − xc) + (δy + εy) (yb − yc)

rb
+

(δz + εz) (zb − zc)
rb

. (5.17)

Unfortunately, this leads to an under-determined system of equations. Inserting ∆ra

and ∆rb into Eq. 5.2 results in one equation with six unknowns (the δ and ε phase-center

displacements). Under some simplifying assumptions this may be reduced to one unknown.

A key assumption in interferometry is that the pixels, as imaged from the two antennas,

are highly correlated. In general, as discussed in Chapter 4, this requires that the baseline

separation not be too great. The assumption that the pixel correlation is high requires that

the scattering-cell phase-center be nearly the same when viewed from both receive antennas.

In other words, the ε terms are approximately zero. When ε ≈ 0, the interferometric phase

reduces to

∆Φ

k
=
δx (xa − xc) + δy (ya − yc) + δz (za − zc)

ra
− δx (xb − xc) + δy (yb − yc) + δz (zb − zc)

rb

= δx

(
xa − xc
ra

− xb − xc
rb

)
+ δy

(
ya − yc
ra

− yb − yc
rb

)
+ δz

(
za − zc
ra

− zb − zc
rb

)
.

(5.18)
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Solving for the height displacement δz results in

δz =

∆Φ
k − δx

(
xa−xc
ra
− xb−xc

rb

)
− δy

(
ya−yc
ra
− yb−yc

rb

)
(
za−zc
ra
− zb−zc

rb

) (5.19)

=
∆Φ ra rb

k (rb (za − zc)− ra (zb − zc))
−

δx
rb (xa − xc)− ra (xb − xc)
rb (za − zc)− ra (zb − zc)

−

δy
rb (ya − yc)− ra (yb − yc)
rb (za − zc)− ra (zb − zc)

, (5.20)

which is one equation with three unknowns (δx, δy, and δz).

For now, assume that δx ≈ 0 and δy ≈ 0. The consequences of this assumption are

discussed in Section 5.4.2. With this assumption, the remaining degrees of freedom vanish

and the estimate of height offset for the scattering-cell is

δ̃z =
∆Φ ra rb

k
(
rb (za − zc)− ra (zb − zc)

) . (5.21)

Note that in this case the height displacement may be computed without the use of trigono-

metric functions. However, recognizing that with incidence angle θ, ra cos θa = (za − zc) and

rb cos θb = (zb − zc), the height estimate may also be written as

δ̃z =
∆Φ ra rb

k (rb ra cos θa − ra rb cos θb)
(5.22)

=
∆Φ

k (cos θa − cos θb)
. (5.23)

Recall that the interferometer geometry is shown in Fig. 5.1(b).

The traditional interferometric result for single-pass, fixed-baseline SAR is [62, 70]

Φ = kB sin (θ − α) , (5.24)

θ = arccos

(
H − δz
r

)
, (5.25)

where Φ is the traditional interferometric phase difference, B is the baseline distance between

the receive antennas, α is the angular difference between the antennas with respect to the
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horizontal plane, and H is the interferometer height above the reference plane. This leads to

the height estimate

δ̃z = H − r cos θ

= H − r cos

(
α+ arcsin

Φ

kB

)
.

(5.26)

A cursory examination of Eqs. 5.21 and 5.26 reveals that the interferometric height

estimate from backprojection is linear with phase, while the traditional method is quite non-

linear. Other fundamental differences exist as well. The following section closely compares

both interferometric methods and presents their respective sensitivities.

5.3 Sensitivity Comparison

This section examines the height estimate sensitivity of backprojection and traditional

interferometry. Assaying the sensitivity to the input parameters of the estimate provides a

basis for comparison of the two methods. First, the range bias in traditional interferometry

is briefly discussed. Next, the parameter sensitivity of both methods is derived. Finally, this

section concludes with an examination of baseline and phase errors, which are of specific

concern when using interferometry.

5.3.1 Range Bias

Traditional interferometry is inaccurate due to a range bias indroduced in the deriva-

tion. As part of the derivation, the following approximation is made:

ra − rb ≈ B sin (θ − α) . (5.27)

While this is a good approximation for B � ra, it nevertheless has a range bias error specific

to a given interferometric geometry (i.e, a constant offset in the estimate that is a function

of baseline angle, baseline length, and range-to-target). Figure 5.2 shows this range bias for

various baseline angles across all incidence angles. Even though the maximum range bias is

only 5× 10−4 times the interferometric baseline length, the bias error may become significant
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Figure 5.2: Slant-range bias in the range difference ra − rb that exists in traditional interfer-
ometry. The range bias leads to a height estimate bias. Each curve shows a given baseline
angle. The vertical axis is in multiples of a 10 m baseline length.

when height is estimated. For example, with a 10 m baseline length, a 45◦ baseline angle, and

a 45◦ incidence angle, the approximation in Eq. 5.27 has a range bias that leads to a 2.5 m

error in the interferometry height estimate. The bias is removed by changing Eq. 5.26 to

δ̃z = H − r cos

[
α+ arcsin

(
Φ/k − rbias

B

)]
, (5.28)

where

rbias = (ra − rb)−B sin (θ − α) . (5.29)

Throughout the rest of this chapter, the height estimate for conventional interferometry has

been corrected to Eq. 5.28.

5.3.2 Sensitivity Derivation

The sensitivity of the interferometry method to its parameters is found by taking the

partial derivative of the height estimate δ̃z with respect to each variable of interest. For simplic-
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ity of notation, the ~ on δ̃z is discarded below. For traditional SAR interferometry, computing

the partial of Eq. 5.26 results in

∂δz
∂Φ

=
r sin θ

kB

√
1−

(
Φ
kB

)2
=

r sin θ

kB cos (θ − α)
, (5.30)

∂δz
∂B

= −Φr sin
(
α+ arcsin Φ

kB

)
kB2

√
1−

(
Φ
kB

)2
= − r

B
tan (θ − α) sin θ, (5.31)

∂δz
∂α

= r sin

(
α+ arcsin

Φ

kB

)
= r sin θ, (5.32)

∂δz
∂θ

= r sin θ, (5.33)

∂δz
∂r

= − cos θ, (5.34)

through the use of the formulas

d

dx
arcsinx =

1√
(1− x2)

, (5.35)√
1−

(
Φ

kB

)2

=

√
1−

(
kB sin (θ − α)

kB

)2

= cos (θ − α) , (5.36)
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arcsin
Φ

kB
= arcsin

kB sin (θ − α)

kB

= θ − α, (5.37)

Φ

kB

√
1−

(
Φ
kB

)2 = tan (θ − α) , (5.38)

sin

(
α+ arcsin

(
Φ

kB

))
= sin θ. (5.39)

Notice that the height sensitivity to baseline angle ∂δz
∂α and incidence angle ∂δz

∂θ is identical.

In order to compare the traditional sensitivity results to those of backprojection, Eq. 5.23

must be rewritten in terms of baseline length and angle. From Fig. 5.1 on page 100, the paths

from antennas to cell-center C and to each other form a triangle. Using the law of sines,

ra

sin
(
π
2 − α+ θb

) =
B

sin (θa − θb)
, (5.40)

sin (θa − θb) =
B

ra
cos (θb − α) ,

θa = θb + arcsin

(
B

ra
cos (θb − α)

)
. (5.41)

Let γ be the incidence angle difference between the two antennas, i.e.,

γ = θa − θb (5.42)

= arcsin

(
B

ra
cos (θb − α)

)
, (5.43)

then Eq. 5.23 may be rewritten as

δz =
∆Φ

k [cos (θb + γ)− cos θb]
. (5.44)

The backprojection sensitivities are found by taking the partial derivatives of Eq. 5.44

with respect to each variable:

∂δz
∂∆Φ

=
1

k (cos θa − cos θb)
, (5.45)
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∂δz
∂B

=
∆Φ sin (θb + γ)

k (cos (θb + γ)− cos θb)
2

cos (θb − α)

ra
√

1− sin2 γ

=
δzk (cos θa − cos θb) sin θa cos (θb − α)

k ra (cos θa − cos θb)
2 cos γ

= δz
sin θa cos (θb − α)

ra cos γ (cos θa − cos θb)
, (5.46)

∂δz
∂α

=
∆Φ sin (θb + γ)

k (cos (θb + γ)− cos θb)
2

B sin (θb − α)

ra
√

1− sin2 γ

= δz
B sin θa sin (θb − α)

ra cos γ (cos θa − cos θb)
, (5.47)

∂δz
∂ra

= − ∆Φ sin (θb + γ)

k (cos (θb + γ)− cos θb)
2

B cos (θb − α)

r2
a

√
1− sin2 γ

= −δz
B sin θa cos (θb − α)

r2
a cos γ (cos θa − cos θb)

, (5.48)

∂δz
∂θb

= −
∆Φ

(
sin (θb + γ)

(
B sin(θb−α)

ra
√

1−sin2 γ
− 1

)
+ sin θb

)
k (cos (θb + γ)− cos θb)

2

= −δz

(
B sin(θb−α)
ra cos γ − 1

)
sin θa + sin θb

cos θa − cos θb
. (5.49)

We observe that the sensitivity equations for backprojection are more complicated than the

traditional approach.

The sensitivities of both methods are given side-by-side in Table 5.1.

5.3.3 Sensitivity Analysis

The backprojection sensitivity equations are more complicated than those of the tra-

ditional method which makes a direct comparison of the sensitivities difficult. However, two

observations may be made in general: (1) In all but phase, backprojection sensitivity is di-

rectly proportional to target displacement. This implies that if the target displacement is small

(i.e., the DEM is highly accurate), then backprojection sensitivity to these parameters is like-

wise small. This is a critical insight as traditional interferometry is extremely sensitive to

these (i.e., baseline length and angle). (2) In the cases where range appears in the sensitivity
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Table 5.1: Interferometric Sensitivities
Traditional Backprojection

∂δz
∂Φ

r sin θ
kB cos(θ−α) -

∂δz
∂∆Φ - 1

k(cos θa−cos θb)

∂δz
∂B − r

B tan (θ − α) sin θ δz
sin θa cos(θb−α)

ra cos γ(cos θa−cos θb)

∂δz
∂α r sin θ δz

B sin θa sin(θb−α)
ra cos γ(cos θa−cos θb)

∂δz
∂ra

− cos θ −δz B sin θa cos(θb−α)
r2a cos γ(cos θa−cos θb)

∂δz
∂θb

r sin θ −δz

(
B sin(θb−α)
ra cos γ

−1

)
sin θa+sin θb

cos θa−cos θb

equations, for traditional interferometry it always appears in the numerator and in backpro-

jection it always appears in the denominator. Therefore, as range increases, the sensitivity of

backprojection interferometry to the other parameters decreases.

For these two reasons, it is evident that backprojection is less sensitive than traditional

interferometry to physical errors: baseline length, baseline angle, range-to-target, and inci-

dence angle. However, backprojection is sensitive to phase errors. Because cos θa − cos θb is

very small in general, ∂δz/∂∆Φ is large. As shown later, for most imaging scenarios back-

projection is more sensitive to phase errors than traditional interferometry, and indeed phase

error is the primary limiting factor in the accuracy of backprojection height estimation.

A detailed comparison of sensitivities is somewhat tedious, but appears later in Sec. 5.6.

For brevity, only the highlights and key observations are given here. The example figures ref-

erenced come from that section.

• Sweet spots are incidence angles that perform particularly well for a given method. The

sweet spot for traditional interferometry lies in the baseline length sensitivity when

the baseline angle matches the incidence angle. It comes from Eq. 5.31 as the term

∂δz/∂B = 0 when tan (θ − α) = 0 =⇒ θ = α. An example of this appears later in

Fig. 5.10(a) on page 130. For backprojection interferometry, the sweet spot lies in the
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baseline angle sensitivity itself. This comes from the term sin (θb − α) in Eq. 5.47, which

implies that θ = α. An example of this is shown in Fig. 5.10(c).

• The sweet spot in incidence angle sensitivity for backprojection does not occur when

the baseline angle equals the incidence angle, but rather a larger incidence angle [e.g.,

Fig. 5.10(d)] from Eq. 5.49 given by the non-linear equation

θa = arcsin

[
−
(
B sin (θb − α)

ra cos (θa − θb)
− 1

)−1

sin (θb)

]
. (5.50)

• The sensitivity of backprojection to the physical parameters (baseline length, baseline

angle, range-to-target) is much lower, sometimes four or five orders of magnitude lower

than traditional [e.g., Fig. 5.13(e) on page 133]. However, for typical SAR incidence an-

gles, backprojection is about twice as sensitive to interferometric phase [e.g., Fig. 5.13(b)].

• Regarding height estimation error, traditional interferometry performs comparatively

better at shallow incidence angles (near 0◦), and backprojection interferometry performs

better at large incidence angles (near 90◦). See Fig. 5.12(f) as an example.

• Backprojection interferometry sees the biggest improvement in height estimate accu-

racy when the range is increased and when the height offset is small (i.e., the DEM

is accurate). See Fig. 5.12(f) and 5.13(f) as examples. If the DEM is accurate, then

backprojection provides a better estimate, sometimes by several orders of magnitude.

Errors in phase or baseline measurement severely affect interferometry performance, so they

are discussed in more depth in the following subsections.

5.3.4 Baseline Error Comparison

The previous subsection summarized the individual sensitivity components of both in-

terferometric methods to their input parameters. While analyzing the individual components

provides insight, in order to gain understanding of how the components fit together, this sec-

tion investigates the error in height estimate for both interferometric approaches. For purposes

of performance comparison, this subsection specifically examines the effects of errors in the
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(a) Baseline Angle Error: 0.0001 rad
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(b) Baseline Angle Error: 0.001 rad
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(c) Baseline Length Error: 1 mm
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(d) Baseline Length Error: 1 cm
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Figure 5.3: Comparison of the effects of baseline errors on the interferometric height estimate
as a function of range-to-target. Plots (a) and (b) show the effect of angular baseline error
with a baseline of length 1 m. Plots (c) and (d) show the effect of baseline length error with
a baseline length of 100 m. The nominal baseline angle is 45◦. The maximum and minimum
are taken across the range of incidence angles 30◦ to 60◦.

measurement of baseline length and baseline angle. It is seen that traditional interferometry

is extremely sensitive to baseline errors.

Figure 5.3 gives the height estimation error for both interferometric methods as a

function of range-to-target. Rather than examine one particular incidence angle, the minimum

and maximum of each method is retained from 30◦ to 60◦. Showing only one incidence angle

would disadvantage one of the methods if the incidence angle coincided with a given sweet

spot. Showing a variety of incidence angles would result in a multiplicity of plots. In the
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figures, it may be assumed that the minimum curves represent the performance at the sweet

spot of the method, and the maximum curves more closely represent the performance away

from the sweet spot.

The model parameters are λ = 3 cm, baseline angle α = 45◦, and a target displacement

of 10 m from the DEM. Subfigures (a) and (b) illustrate the effects of error in the measure-

ment of the interferometric baseline angle for a baseline of 1 m. The baseline angle error in

(a) is 0.0001 rad and in (b) is 0.001 rad. This example is suggestive of a low-altitude plat-

form where a combination of non-ideal motion and errors in attitude measurement lead to

errors in the measurement of the baseline angle. For a small range-to-target, the traditional

method has lower error than the backprojection method; however, the error increases as the

range-to-target increases, and between 200-700 m backprojection begins to outperform it. If

the baseline length is increased then backprojection surpasses the traditional method in per-

formance even at smaller ranges. It is important to note that for conventional interferometry,

if there is significant uncertainty in measurement of the baseline angle, then the sweet spot

might go un-utilized and the performance would be closer to the maximum error than to the

minimum error.

Subfigures (c) and (d) show the effects of error in measurement of the interferometric

baseline length for a nominal baseline length of 100 m. This geometry is more suggestive

of a high-altitude interferometer. In (c), the error in measurement of the baseline length is

1 mm and in (d) is 1 cm. Because of the large baseline, even at near ranges the maximum

backprojection error is less than the traditional method’s error. The maximum error in the

traditional method decreases until an inflection point where it begins to grow large again. For

a large range-to-target, the minimum goes to zero (i.e., no error) at the sweet-spot of α = θ.

In the high altitude case, it may be realistic for most of the range swath to fall within this

sweet-spot.

Notice that in all the cases, the error in backprojection height estimate decreases as

the range-to-target increases. Notice also that in each case, the performance of backprojec-

tion is almost identical even though the performance of the traditional method varies widely.

This reinforces the conclusion of the previous subsection that backprojection is less sensitive
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to errors in measurement of the interferometric baseline, while the opposite is true for the

traditional method.

5.3.5 Phase-noise Comparison

This subsection compares how errors in the interferometric phase measurement affect

both methods. It is somewhat difficult to do a direct comparison since traditional interferom-

etry measures Φ, while backprojection interferometry measures ∆Φ. However, under certain

assumptions a comparison may be made. If the phase error is due to zero-mean Gaussian

distributed random noise, then with random variables X and Y ,

X ∼ N
(
0, σ2

X

)
, (5.51)

Y ∼ N
(
0, σ2

Y

)
. (5.52)

If

σXY = cov (X,Y ) , (5.53)

then the multivariate difference is distributed as

(X − Y ) ∼ N
(
0, σ2

X + σ2
Y − 2σXY

)
. (5.54)

Assuming that X and Y are independently and identically distributed, then

(X − Y ) ∼ N
(
0, 2σ2

X

)
. (5.55)

This is the variance of the backprojection interferometric phase error used below.

Figure 5.4 compares the effects of interferometric phase error on both methods. In

each, the wavelength λ = 3 cm, the baseline angle α = 45◦, and the height from the DEM

δz = 10 m. As before, the minimum and maximum of each method is taken from 30◦ to 60◦.

Subfigures (a)-(c) have 10◦ of phase error, while (d) has 1◦. The baseline lengths in (a)-(d)

are 1 m, 10 m, 100 m, and 10 m, respectively.
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(a) Baseline: 1 m, Phase Error: 10◦
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(b) Baseline: 10 m, Phase Error: 10◦
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(c) Baseline: 100 m, Phase Error: 10◦
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(d) Baseline: 10 m, Phase Error: 1◦
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Figure 5.4: Comparison of the effects of phase error for both interferometric methods as a
function of range-to-target. The minimum and maximum error percentage are computed from
incidence angles 30◦ to 60◦. The model parameters are λ = 3 cm, α = 45◦, and δz = 10 m.
Subfigures (a)-(c) have 10◦ of phase error, while (d) has 1◦. The baseline lengths in (a)-(d)
are 1 m, 10 m, 100 m, and 10 m, respectively.

In (a), (b) and (d) (i.e, 10 m baseline and shorter) the maximum backprojection height

estimate error is worse than the traditional method. At a 100 m baseline, the performance of

backprojection exceeds the traditional method for smaller ranges to target (where the approx-

imations in traditional interferometry are invalid), but at larger ranges the traditional method

again performs better than backprojection. Whereas with baseline errors where backprojec-

tion’s estimate improved with increasing range, here the backprojection estimate gets worse
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with range for large ranges. Even in (d) where the phase error is quite small, the traditional

method attains a better estimate than backprojection.

It is evident that while both interferometry methods are sensitive to phase errors,

backprojection is more so. This is intuitive as it is a difference of differences (i.e., derivatives

amplify noise).

5.4 Interferometry Performance

The following subsections describe specific performance aspects of time domain back-

projection interferometry. The previous section showed that backprojection interferometry

may require a longer baseline than conventional interferometry in order to maintain the same

level of accuracy. With that in mind, in Subsection 5.4.1 the concept of the transition baseline

is introduced. This is the minimum interferometric baseline length for which the performance

of backprojection interferometry surpasses conventional interferometry. In Subsection 5.4.2,

the effects of phase-center shift in each of the dimensions, azimuth, range, and elevation is

described. In the final subsections, 5.4.3 and 5.4.4, the effects of DEM accuracy are discussed.

5.4.1 Transition Baseline

Derivation

Backprojection interferometry can perform better than traditional interferometry for a

sufficiently long baseline. It is possible to approximate the minimum baseline length where the

height estimation accuracy of backprojection exceeds that of traditional interferometry. Both

methods suffer from height estimation errors due to phase measurement errors. The height

estimate of conventional interferometry also has errors due to baseline length and baseline

angle measurement errors.

To estimate the transition baseline, I find the baseline length B where the major con-

tributing errors of both interferometric methods are equal. Thus, setting ∂δz from Eq. 5.45

on page 108 (the backprojection phase sensitivity) equal to the sum of ∂δz from Eqs. 5.30
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through 5.32 on page 107 (the phase and geometric sensitivities of the traditional method),

∂∆Φ

k (cos θa − cos θb)
= ∂Φ

r sin θ

kB cos (θa − α)
− ∂B r

B
tan (θa − α) sin θ + ∂α (r sin θa) (5.56)

= r sin θa

[
∂Φ

kB cos (θa − α)
− ∂B

B
tan (θa − α) + ∂α

]
,

0 =
k (cos θa − cos θb)

∂∆Φ
r sin θa

(
∂Φ

kB cos (θa − α)
− ∂B

B
tan (θa − α) + ∂α

)
− 1.

(5.57)

The transition baseline length B may be found through use of a numerical root solver.

This expression may be simplified if the interferometric angular baseline α ≈ 45◦.

Assuming this to be the case,

θb ≈ arccos

(
cos θa +

B cosα

ra

)
. (5.58)

Additionally, let

Γ ∂Φ = ∂∆Φ, (5.59)

where the constant Γ represents the ratio of phase difference error to phase error. Substituting

these into Eq. (5.57),

Γ =
k

∂Φ

(−B cosα

ra

)
ra sin θa

(
∂Φ

kB cos (θa − α)
− ∂B

B
tan (θa − α) + ∂α

)
= −kB cosα sin θa

(
1

kB cos (θa − α)
− ∂B

∂Φ

1

B
tan (θa − α) +

∂α

∂Φ

)
= − cosα sin θa

cos (θa − α)
+
∂B

∂Φ
k cosα sin θa tan (θa − α)− ∂α

∂Φ
kB cosα sin θa.

Rearranging,

∂α

∂Φ
kB cosα sin θa =

∂B

∂Φ
k cosα sin θa tan (θa − α)− cosα sin θa

cos (θa − α)
− Γ,

B =
∂Φ

∂α

1

k cosα sin θa

[
∂B

∂Φ
k cosα sin θa tan (θa − α)− cosα sin θa

cos (θa − α)
− Γ

]
,

B =
∂B

∂α
tan (θa − α)− ∂Φ

k ∂α

(
1

cos (θa − α)
+

Γ

cosα sin θa

)
. (5.60)
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Recall that this expression is only valid near α = 45◦. As the angular baseline approaches

the two extremes of 0◦ and 90◦, Eq. 5.57 must be solved directly. Since the sensitivity of the

traditional method to errors in range has been neglected, if it becomes a significant source of

error then the transition baseline is actually shorter than that given by this expression. Note

that while the ratios ∂B/∂Φ and ∂α/∂Φ look like partial derivatives, they are better thought

of as ratios of errors (i.e., the ratio of baseline-length error to baseline-angle error and phase

error to baseline-angle error, respectively).

It is important to note that, as the name implies, the transition baseline length is only

near the center of a “transition region”. Baseline lengths near that given by Eq. 5.60 may have

interferometric height estimates that are approximately equal for either method. Therefore,

the transition baseline is not a hard and fast rule, but rather a guideline for determining which

interferometric method performs better in a given situation. Also note that the transition

baseline is a mathematical construct, and is not readily described by a diagram.

The paragraphs below demonstrate the transition baseline for various geometries and

magnitudes of error.

Geometry Comparison

Figure 5.5 shows the transition baseline for several prevalent geometries at various fre-

quency bands through computing Eq. 5.57. The carrier frequency for the bands used are UHF:

650 MHz, L: 1.5 GHz, C: 6 GHz, X: 10 GHz, Ku: 15 GHz, and Ka: 35 GHz. The geometries in

subfigures (a)-(d) represent item numbers (1), (3), (4), and (5) in Table 5.2, respectively. The

errors used in each model are also given in the table. Note that the values for these errors do

not necessarily represent the error in the given systems, but rather indicate reasonable values

for purposes of comparison. For a given frequency, a baseline length above the corresponding

curve indicates favorability of backprojection interferometry and those below favor traditional

interferometry. From these examples, several observations may be made:

• Notice the apparent sweet-spot in subfigures (c) and (d) at 45◦. The peak here suggests

that a larger baseline is required before backprojection becomes advantageous.

1These error values are deemed suitable for purposes of illustration based on common SAR systems. The error
values do not necessarily represent the exact values in the given systems.
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(a) H = 250 m, α = 45◦

20 30 40 50 60 70
Incidence Angle (degrees)

0

5

10

15

20

25

30

T
ra

ns
it

io
n

B
as

el
in

e
(m

)

UHF
L
C
X
Ku
Ka

(b) H = 9000 m, α = 63◦
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(c) H = 233 km, α = 45◦
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(d) H = 514 km, α = 45◦
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Figure 5.5: Comparison of baseline transition region for several geometries across various
frequency bands.

Table 5.2: Example Geometries
# Example Cite Height Baseline

Length
Baseline

Angle
∂Φ1 ∂B1 ∂α1

1 Small UAV - 250 m 0.16 m 45◦ 0.21 .001 2e-3
2 Medium UAV - 500 m 2 m 90◦ 0.21 .001 2e-3
3 TOPSAR [71] 8500 m 2.6 m 62◦ 0.21 .001 3e-4
4 SRTM [72] 233 km 60 m 45◦ 0.21 0.1 3e-5
5 TanDEM-X [73] 514 km 400 m 45◦ 0.21 0.1 3e-7
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Figure 5.6: Illustration of phase-center displacement in a scattering-cell. Point o is the phys-
ical center of the cell and point p is the phase-center. In this diagram, the phase-center is
maximally displaced from the physical center of the cell. δx, δy, and δz represent the phase-
center displacement in azimuth, range, and elevation, respectively.

• As the carrier frequency increases, the transition baseline becomes smaller. This implies

that backprojection interferometry is better suited to high-frequency usage and tradi-

tional interferometry is better suited to low-frequency.

• Subfigures (a) and (c) are more likely candidates for backprojection interferometry than

(b) and (d). This is because the geometric uncertainties are large enough to push the

transition baseline low enough for the required baseline to be practical. Notice in (c)

that this is true for C-band and higher, even at the sweet spot of 45◦ incidence.

5.4.2 Phase-center Displacement

In Sec. 5.2 on page 104, in order to eliminate the unknown degrees of freedom in the

derivation of backprojection interferometry, it was assumed that the phase-center displace-

ment is solely in the vertical dimension (i.e., δx = δy = 0). This subsection explores the

consequences of that assumption. In other words, this subsection shows the effect of phase-

center displacement on the interferometric height estimate. Figure 5.6 illustrates maximal

phase-center displacement.

Figure 5.7 demonstrates the computed height estimate for phase-center displacement

solely in a given dimension, represented by the three curves. The receive antennas are placed

in a horizontal baseline (i.e., α = 0), separated by 100 wavelengths, and the incidence angle to
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Figure 5.7: Height estimate resulting from displacement solely in each given dimension for a
horizontal baseline of 100 wavelengths. The reference height 0 represents no displacement
from the physical center of the scattering-cell.

the scattering-cell is 45◦. The vertical axis on the left gives the height estimate in wavelengths

and the vertical axis on the right gives the equivalent interferometric phase. As expected,

when the displacement is strictly in the vertical dimension, the height estimate equals the

vertical phase-center displacement.

When the displacement is in the ground-range dimension, the height estimate is still

linear with displacement, but at a reduced slope. When the displacement is in the along-track

dimension, it has negligible effect, even at distances greater than the length of the baseline

itself. This implies that while phase-center displacement in azimuth may be ignored, dis-

placement in ground-range causes errors in the height estimate of the cell. As previously

mentioned, for distributed targets the phase-center is likely near the physical-center of the cell

so the effect of ground-range displacement is typically be small. However, as point targets

may be physically located anywhere within the scattering-cell, they are subject to the greatest

uncertainty in height estimation.

One possible way to mitigate the effect of ground-range displacement is by assuming

that the vertical offset δz is matched by a ground-range offset to keep the phase-center at the
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physical center of the scattering-cell (i.e., the same slant-range to the assumed scattering-cell

center as the slant-range to the actual scattering-cell center as seen by antenna A). Assuming

zero azimuth displacement, this implies the following two equations simultaneously

r2
a = (xa − xc)2 + (ya − yc)2 + (za − zc)2 ,

r2
a = (xa − xc)2 + (ya − yc − δy)2 + (za − zc − δz)2 . (5.61)

This leads to

r2
a = (xa − xc)2 + (ya − yc)2 + (za − zc)2 − 2 (δy (ya − yc) + δz (za − zc)) + δ2

y + δ2
z ,

0 = −2 (δy (ya − yc) + δz (za − zc)) + δ2
y + δ2

z

= δ2
y − 2 (ya − yc) δy +

(
δ2
z − 2δz (za − zc)

)
,

δy =
2 (ya − yc)±

√
4 (ya − yc)2 − 4 (δ2

z − 2δz (za − zc))
2

= (ya − yc)±
√

(ya − yc)2 − (δ2
z − 2δz (za − zc))

≈ (ya − yc)±
[
(ya − yc)−

δ2
z − 2δz (za − zc)

2 (ya − yc)

]
= ∓δ

2
z − 2δz (za − zc)

2 (ya − yc)
, (5.62)

where the ± sign takes the opposite value of the sign of (ya − yc) (since the other solution is

above the platform) and the approximation is the Taylor series square root approximation. As

improving the height estimate δz is of greater importance than the precise value of δy, Eq. 5.62

is substituted directly into Eq. 5.20 on page 104. Assuming
∣∣δ2
z

∣∣� |2δz (za − zc)| then

∆Φ

k
= δy

(
ya − yc
ra

− yb − yc
rb

)
+ δz

(
za − zc
ra

− zb − zc
rb

)
≈ δz

(
za − zc
ya − yc

)(
ya − yc
ra

− yb − yc
rb

)
+ δz

(
za − zc
ra

− zb − zc
rb

)
,

δz =
∆Φ

k

[(
za − zc
ya − yc

)(
ya − yc
ra

− yb − yc
rb

)
+
za − zc
ra

− zb − zc
rb

]−1

. (5.63)

Whether or not Eq. 5.63 gives a better estimate than Eq. 5.21 depends on the nature of

the scattering-cell and the amount of lateral phase-center displacement. If the scattering-cell
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may be treated as distributed with the phase-center near the physical center then, Eq. 5.63

should provide a better estimate than Eq. 5.21.

5.4.3 DEM Accuracy

This section characterizes the performance of backprojection interferometry with re-

spect to DEM accuracy for various geometries. In doing so, this analysis assumes that the

DEM inaccuracy does not significantly affect pixel focus, as discussed in Sec. 3.4.1 on page 44.

If the focus is significantly affected then there may be a drop in signal-to-noise ratio (SNR)

or signal-to-clutter ratio (SCR). This may adversely affect the pixel phase and lead to poor

interferometry results.

Figure 5.8 shows plots of normalized interferometric phase ∆Φ/k from Eq. 5.21 for

vertical height displacement from 0.1 m to 100 m across all incidence angles. Since the phase

is normalized by the carrier wavenumber, horizontal dashed lines are placed in the plot to

mark the point where the first phase-wrap occurs (±π) for a given frequency. The frequencies

corresponding to the named bands are as before: UHF: 650 MHz, L: 1.5 GHz, C: 6 GHz, X: 10

GHz, Ku: 15 GHz, and Ka: 35 GHz. Subfigures (a)-(e) coincide respectively with rows (1)-(5)

in Table 5.2. Subfigure (f) compares the normalized phase Φ/k of traditional interferometry.

Examining the plots, the same general curved shape is seen in each where the normal-

ized phase peaks near 45◦ incidence and tapers off towards 0◦ and 90◦. As evident in the plots,

a given magnitude of increase in vertical offset increases the phase by the same magnitude.

Interestingly, in these examples, even for highly displaced targets (~100 m), a single phase

wrap does not occur except at higher frequency bands. This highlights one of the primary ad-

vantages of backprojection interferometry: for many geometries the need for phase unwrap-

ping is either eliminated or trivialized. This may be compared to traditional interferometry

in subfigure (f), where all the offset curves appear to overlap (they are in fact separate, but

indistinguishable on this scale). Notice the large magnitude of normalized phase. The phase

so great that even small changes in incidence angle across the range swath cause rapid phase

wrapping. Indeed, phase-unwrapping is a primary concern of traditional interferometry [62].
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(a) H = 250 m, B = 0.16 m, α = 45◦
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(b) H = 500 m, B = 2 m, α = 90◦
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(c) H = 8500 m, B = 2.6 m, α = 0◦
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(d) H = 233 km, B = 61 m, α = 45◦
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(e) H = 514 km, B = 400 m, α = 45◦
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(f) Traditional MethodH = 233 km,B = 61 m, α = 45◦
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Figure 5.8: Comparison of normalized interferometric phase Φ/k for various imaging geome-
tries. Subfigures (a)-(e) represent backprojection interferometry and (f) represents tradi-
tional. The subfigure geometries are (a) & (b) low-altitude cases for baselines compatible
with small UAVs; (c) similar to TOPSAR; (d) similar to SRTM; (e) similar to TanDEM-X; (f)
similar to SRTM using traditional interferometric methods. In (f) the curves are so close they
appear to overlap.
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Figure 5.9: Block diagram of iteration of backprojection interferometry height estimate.

As discussed in the previous section, phase noise places a fundamental limit on the

accuracy of height estimates. For high coherence areas and with independent looks (around

n = 4) it is very reasonable to have a phase standard deviation of 10◦ [74]. To get an idea

of what that means for height estimate accuracy, from the plots in Fig. 5.8 first choose a

frequency band. Since the Φ/k wrap lines for that band represent 180◦, divide by 10◦ (the

phase standard deviation). That means the minimum distinguishable height lies 18 times (or

101.25) lower than the wrap line for the given band. For example, given the geometry in (b),

at Ku-band, the minimum discernible height is in the 10s of centimeters.

5.4.4 DEM Iteration

One subtle aspect of backprojection interferometry is the height-offset induced ground-

range translation mentioned in Sec. 3.4.1. As a large height offset leads to the apparent

shifting of targets in the output image, the estimated height is erroneously attributed to the

wrong physical location on the ground. This effect may be mitigated by iteratively reforming

backprojected images after updating the DEM to account for the measured height offset for

each pixel. Figure 5.9 shows a block diagram of the iteration of backprojection interferometry.

The height estimate is used to update the DEM and then reform backprojected images for

input to interferometry. While this process may be repeated many times, in practice phase

noise may cause the solution to converge at a value other than the true height.
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5.5 Discussion

This section discusses the results of the chapter and summarizes its contributions. First,

the question of where backprojection interferometry is advantageous compared to traditional

interferometry is answered. Following that, a summary of the contributions of each section is

presented.

Ideally, the use of backprojection implies that an initial DEM is available. This could

have been performed with traditional interferometry. As DEMs are available over most of the

surface of the Earth, this is a reasonable assumption. The purpose in performing backpro-

jection interferometry is to either refine the DEM or to measure changes in height that have

occurred since the DEM was generated (e.g., landslide, earthquake, etc.). Assuming that a

sufficiently accurate DEM is available to generate a focused backprojected image, there are

four key advantages to backprojection interferometry:

1. Backprojection trivializes the need for phase unwrapping. As shown at the end of the

previous section, the backprojection interferometric phase varies slowly as the cells are

displaced from the DEM. Not only does this help eliminate height estimate inaccuracies

due to errors in phase unwrapping, but may also lead to the ability to resolve heights

of very steep terrain (e.g., urban environments). This is also notably advantageous in

low-altitude interferometry where the rapid change in incidence angle across the range

swath leads to especially rapid phase wrapping. Additionally, this is advantageous at

higher frequency bands where phase wrapping likewise occurs more rapidly.

2. As seen in Sec. 5.3, backprojection is highly insensitive to errors in the measurement of

the interferometry baseline length and angle. This is particularly advantageous at lower

altitude applications on an aircraft where turbulence and non-ideal motion lead to errors

in the measurement of baseline angle. Additionally, at lower altitudes, the potentially

wide change in incidence angles across the range swath means that portions of the

swath are possibly outside the sweet-spot, and therefore present larger height estimate

errors. Where attitude measurement error is pronounced, traditional interferometry can

be inaccurate.
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3. Sec. 5.3 shows that errors in the height estimate for traditional interferometry grow

as the baseline grows. Given that an interferometric baseline length is not so large

that geometric decorrelation becomes significant, backprojection interferometry yields

greater accuracy in height estimates for longer baselines. The results of Chapter 4 may be

used to quantitatively determine the decorrelation for a given geometry. As the baseline

length increases, the frequency of phase wrapping in the interferogram does as well.

Despite this increase, however, the wrapping still remains much lower than traditional

interferometry and can be removed using simple methods.

4. Backprojection explicitly forms images in the ground-plane, making orthorectification

unnecessary. As topography can be explicitly included, image artifacts due to terrain

relief may be reduced, which may also lead to improved accuracy in image analysis and

identifying the height of a given location.

It is seen that while backprojection interferometry may be advantageous in spaceborne appli-

cations, it is especially advantageous at lower altitudes where phase wrapping and errors in

baseline measurement are important issues.

To summarize the contributions of this chapter, Section 5.2 provides the derivation of

backprojection interferometry. In Section 5.3, the sensitivities of both interferometry methods

are derived and a detailed comparison if each is made. This analysis shows that traditional

interferometry is highly sensitive to errors in the measurement of the interferometric baseline

while backprojection interferometry is rather insensitive to this. This section also shows that

while both methods are sensitive to their respective interferometric phase, backprojection is

more sensitive.

A key contribution of this chapter is the analysis showing that traditional interferome-

try and backprojection interferometry yield different results and have different sensitivity. Per-

haps some may think that “removal of the DEM phase” before image formation has the same

result as removal after image formation. This chapter shows, perhaps counter-intuitively, that

this is not the case and the two are, in fact, quite different.

Finally, Section 5.4 gives analysis of three specific performance considerations of back-

projection interferometry. First, the transition baseline is derived which shows the minimum
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Table 5.3: Sensitivity Parameters for Examples Given
Nominal Fig. 5.10 Fig. 5.11 Fig. 5.12 Fig. 5.13

θ 53◦

B 2 m 2 m→ 200 m

α 45◦ 30◦ → 60◦

ra 10 km 1 km→ 10 km

δz 500λ 5λ→ 500λ

λ 1.9 cm

baseline region for which backprojection interferometry performs better than traditional in-

terferometry. Second, the effects of phase-center displacement on the height estimate in all

dimensions are shown: almost no change for displacement in azimuth, but a somewhat signif-

icant change displacement in ground-range. Third, the effects of DEM accuracy on backpro-

jection interferometry are shown.

5.6 Chapter Appendix: Detailed Sensitivity Comparison

5.6.1 Individual Parameters

These observations deal with the sensitivity of the two methods in a broad sense. In

order to gain a better understanding of the methods’ behavior for each parameter across all in-

cidence angles, four examples are presented. Figures 5.10 through 5.13 compare the changes

in baseline length, baseline angle, range-to-target, and target displacement where there is no

error in any of the parameters. Observations from these sensitivities directly follows. The

nominal geometry parameters used are an incidence angle θ = 53◦, antenna baseline length

of B = 2 m, a baseline angle of α = 45◦, ra = 10 km range-to-target and a δz = 500λ vertical

displacement. Phase sensitivity is evaluated at Ku-band (λ = 1.9 cm). Table 5.3 shows the

nominal parameters, along with those changed in each example.
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For each example, sensitivity plots are computed directly from the equations in Ta-

ble 5.1. The height estimate error is computed by comparing Eqs. 5.21 and 5.26 to the actual

height offset when no phase noise nor geometry errors are present. Note that although the

sensitivity of traditional interferometry to baseline angle and incidence angle is identical, both

are shown below since they are not identical for backprojection.

Change In Baseline Length

Figure 5.10 provides an example of the difference in sensitivity when the baseline

length is changed from 2 m to 200 m. Examining subfigures (c) the baseline angle, (d) inci-

dence angle, and (e) range sensitivity, none are affected by changing the baseline length. In

each case backprojection interferometry is orders of magnitude less sensitive than the tradi-

tional method.

For subfigures (a) the baseline length and (b) the phase sensitivity, both decrease

in sensitivity by 100 times when the baseline length is increased by the same magnitude.

Backprojection is less sensitive to baseline length, even near the “sweet spot” of 45◦ incidence.

(Sweet spots are incidence angles that perform particularly well for a given method.) Notice

that the incidence angle sweet spot for traditional interferometry is in the baseline length but

for backprojection interferometry is in the baseline angle.

Backprojection is slightly more sensitive to phase than the traditional method. Despite

this, the backprojection interferometry height estimate of the scattering-cell is much more

accurate than the traditional (several orders of magnitude in most places).

Change In Baseline Angle

In Figure 5.11 on page 131, the baseline angle is changed from 30◦ to 60◦. Traditional

interferometry shows the previously mentioned incidence angle sweet spot at 30◦ and 60◦

in the baseline length sensitivity, and backprojection interferometry shows it in the baseline

angle. The magnitude of sensitivity remains roughly the same except for the shift in sweet

spot. All other sensitivities remain nearly the same when the baseline angle is changed.
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(a) Baseline Length Sensitivity
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Figure 5.10: Sensitivity comparison of traditional and backprojection interferometry when
the baseline length is changed. The solid lines correspond to a baseline length of 1.4 meters
and the dashed lines correspond to 141 meters. Where there is no change the dashed lines are
not visible.
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(a) Baseline Length Sensitivity
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Figure 5.11: Sensitivity comparison of traditional and backprojection interferometry when
the baseline angle is changed. The solid lines correspond to a 30◦ baseline and the dashed
lines correspond to 60◦ baseline. Where there is no change the dashed lines are not visible.

131



(a) Baseline Length Sensitivity
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Figure 5.12: Sensitivity comparison of traditional and backprojection interferometry when
the range from the antenna-to-target is changed. The solid lines correspond to a range of
1,160 meters and the dashed lines correspond to range of 116,600 meters. Where there is no
change the dashed lines are not visible.
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(a) Baseline Length Sensitivity
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Figure 5.13: Sensitivity comparison of traditional and backprojection interferometry when
the height of the target is changed. The solid lines correspond to a height offset of 5 wave-
lengths from the reference height, and the dashed lines correspond to a 500 wavelength offset.
Where there is no change the dashed lines are not visible.
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In this case the height estimate error percentage of both traditional and backprojection

interferometry changes little as the baseline angle changes. Backprojection is more accurate

than traditional except at very shallow incidence angles.

Change In Range-to-target

Figure 5.12 demonstrates the effect of changing the range from the antenna to a target.

Here, the slant-range is changed from 1 km to 10 km. With the increase in range, both methods

become more sensitive to interferometric phase by the same magnitude.

Backprojection becomes less sensitive to range while the traditional remains the same.

The backprojection method stays the same in baseline length, baseline angle, and incidence

angle, but the traditional method becomes more sensitive in all of these as the range increases.

In fact, even at at altitude of a thousand meters, backprojection is still less sensitive in each of

these areas.

The height estimate error for traditional interferometry remains unchanged as the

range is increased. On the other hand, backprojection sees an improvement in height estimate

accuracy by two orders of magnitude.

Change In Target Displacement

In Figure 5.13, the target height displacement is changed from 5λ to 500λ. The in-

terferometric phase sensitivity remains unchanged for both. For the traditional approach, the

baseline length, baseline angle, and baseline sensitivity stay the same while backprojection

grows more sensitive (this is opposite of the previous example where backprojection stayed

the same). In each of these, the sensitivity of the backprojection method increases by the same

magnitude as the change in height displacement. The range sensitivity of backprojection also

increases by the same amount.

In this example, when the height displacement of the target increases, the height esti-

mate error of the traditional method decreases. Contrariwise, increasing the height displace-

ment causes the estimation error of backprojection to increase. Despite this, however, even
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with a height displacement of 500λ, backprojection still has a lower error for most incidence

angles than the traditional method.

5.6.2 Combined Comparison

The following two paragraphs describe the ratio of baseline-length error to phase error

∂B/∂Φ and baseline-angle error to phase error ∂α/∂Φ. Recall from Sec. 5.4 that while these

ratios appear to be partial derivatives, they are ratios of errors and have no physical meaning

of themselves.

Analysis of ∂B/∂Φ

In the previous paragraph, the error sources are held constant for a given geometry.

In order to gain insight into how the error values affect the transition baseline, the effects of

variable error are now shown. In order to simplify the analysis, rather than directly comparing

all three error sources (∂Φ, ∂B, ∂α), which has three degrees of freedom, the ratios ∂B/∂Φ

and ∂α/∂Φ are compared, which has only two. Figure 5.14 gives plots where the curves

compare the transition baseline length for various values of ∂B/∂Φ (0.001, 0.1, 0.1, 1). The

height used is 1000 m, the center frequency is 6 GHz, and the baseline angle is 45◦. The

subfigures display a fixed value of ∂α/∂Φ (0, 10−5, 10−4, 10−3). Backprojection is better

suited when the baseline length lies in the region above the transition curve. Subfigure (a)

shows that the traditional method is better suited in situations where there is no angular

error in baseline. In the remaining subfigures, for small values of error in baseline length, the

traditional method is better suited across the whole range of incidence angles. As the ∂B/∂Φ

grows large (i.e., approaches 1) backprojection becomes better suited outside the 45◦ ± 1◦

sweet spot. As the error in baseline angle grows, backprojection becomes much more feasible,

even near the sweet spot. (Notice the change in scale on the vertical axes.)

Analysis of ∂α/∂Φ

Figure 5.15 on page 137 shows the case where the curves in each plot compare the

baseline transition length for various values of ∂α/∂Φ (10−5, 10−4, 10−3, 10−2). Backprojec-
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(b) ∂α/∂Φ = 10−5
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(c) ∂α/∂Φ = 10−4
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(d) ∂α/∂Φ = 10−3
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Figure 5.14: Comparison of baseline transition length for various values of ∂B/∂Φ, with f0 =
6 GHz, H = 1000, and α = 45◦.

tion is better suited when the baseline length lies in the region above the transition curve.

Each subfigure compares heights 0.1, 1, 10, and 100 km, where the baseline error ∂B/∂Φ = 0

throughout. The purpose of this figure is to show not only what magnitudes of baseline angu-

lar error yield a given transition baseline, but also that the transition baseline length decreases

as the platform altitude increases, until approximately 10 km, after which increasing altitude

has a negligible effect. As before, backprojection is best suited to scenarios with large errors

in angular baseline.
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(a) H = 100 m
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(b) H = 1000 m
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(c) H = 10000 m
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(d) H = 100000 m
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Figure 5.15: Comparison of baseline transition length for various values of ∂α/∂Φ, with f0 =
6 GHz, α = 45◦, and ∂B/∂Φ = 0.
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Chapter 6

Conclusion

This dissertation increases the body of knowledge in synthetic aperture radar for time-

domain backprojection. The increase comes in three main areas: the backprojection algorithm

in general, geometric correlation for MIMO SAR, and interferometry using backprojected im-

agery. The specific contributions in each area are enumerated in Section 6.1.

An important finding of the dissertation is that time-domain backprojection is particu-

larly well-suited to airborne, low-altitude SAR. This happens for at least two main reasons: a

high level of non-ideal motion (i.e., turbulence) and a wide range of incidence angles in the

ground-range swath.

Rapidly changing atmospheric effects (e.g., variable wind-speed) have a significant ef-

fect on low-altitude SAR. Additionally, implied in low-altitude SAR is smaller platforms (e.g.,

unmanned aerial vehicles or UAVs), which fly at slower velocities and are more susceptible to

turbulence. These issues result in a high level of non-ideal motion that may present problems

for traditional motion compensation. Backprojection, however, implicitly handles non-ideal

motion. This means that backprojection often produces higher quality images in low-altitude

situations. Nevertheless, image quality isn’t the only item affected by non-ideal motion. Inter-

ferometry is notoriously difficult in low-altitude SAR because any inaccuracy in measurement

of the interferometric baseline leads to large errors in height estimates. As shown in Chapter 5,

backprojection interferometry is insensitive to these types of errors.

The second reason for backprojection’s advantage at low-altitudes is the large range

of incidence angles from the near edge of the range swath to the far edge. For low-altitude
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SAR, the range of incidence angles in the illumination footprint may exceed 75◦. This leads to

considerable range migration of targets and may be difficult for frequency domain algorithms

and result in reduced image quality. The wide range of incidence angles also affects traditional

interferometry (through the use of frequency domain algorithms) because the imaged swath

extends outside the angular sweet spot seen in Chapter 5. Leaving the sweet spot subjects

traditional interferometry to inaccuracy because of baseline measurement errors. Backprojec-

tion interferometry isn’t subject to this limitation. At higher altitudes, leaving the sweet spot

becomes less of an issue because the imaged swath is often narrow enough that most of it falls

within the sweet spot.

For these reasons, backprojection is often superior to traditional frequency-domain

methods, both in quality of imagery and accuracy of interferometry at low altitudes. Backpro-

jection is more computationally expensive, but this downside is nearly eliminated by modern

computers which are capable of thousands of parallel computations. At high altitudes, while

backprojection still performs well, it may have little advantage over traditional frequency do-

main methods.

6.1 Contributions

This dissertation makes novel contributions to the field of synthetic aperture radar,

particularly in regard to the time-domain backprojection algorithm. These contributions are

organized into three primary categories: generalized time-domain backprojection fundamen-

tals, multistatic geometric correlation, and interferometry:

1. Generalized Backprojection

• The dissertation derives generalized time-domain backprojection from first princi-

ples. This derivation is novel because it is more straightforward than any currently

in literature.

• The backprojection matched filter is typically parameterized as the physical center

of the scattering-cell. If the phase-center of the cell is at the physical center (or

similarly, if the exact location of the phase-center is known), then in principle it
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is possible to achieve perfect imaging. However, the phase-center is generally un-

known so there is image degradation (the degree to which depends on the amount

of phase-center displacement, cell resolution, squint, elevation map accuracy, and

non-ideal motion). The dissertation introduces the notion that these image focusing

errors result from lack of knowledge of the phase-center of the scattering-cell.

• The derivation introduces the idea of nominal residual phase. This is the average

phase difference between the matched filter and the received signal. If the residual

phase is constant across the synthetic aperture then there is no defocusing. Varia-

tions in residual phase from the nominal lead to defocusing.

• The analysis introduces an approximation for the hyperbolic range from the anten-

nas to the target based on the Bakhshali approximation, which is novel for SAR.

• The dissertation performs an analysis of the various sensitivities of the backpro-

jection algorithm to the radar and geometric parameters as well as an analysis of

several performance characteristics of backprojection. Specifically, contributions

are made showing the effects of errors in the digital elevation map used in image

formation.

• The analysis shows there is a maximum useful azimuth antenna beamwidth for SAR

due to the unknown phase-center of the scattering-cells, and how to determine it.

• Backprojection does not require modification based on antenna squint, a problem

that particularly troubles frequency domain methods.

2. Multistatic-static / MIMO Correlation

• The dissertation creates a new model for multistatic geometric correlation of SAR

pixels from first principles, based on backprojection. The new model of geometric

correlation makes fewer assumptions than previous models from literature.

• A comparison is made of the existing models from literature to the new backprojec-

tion based model. It is seen that the existing models do not perform well near 0◦

and 90◦ incidence, and some are more accurate than others depending on the exact

imaging geometry.
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• I show that the total number of scatterers inside a scattering-cell does not affect the

correlation statistics: one random target behaves the same way as many.

• The dissertation finds that for practical imaging situations, when all antennas are

placed on the same imaging platform, the resulting images are highly correlated,

even for low-altitude SAR.

3. Backprojection Interferometry

• The dissertation derives a new method of SAR interferometry based on backpro-

jected imagery. The matched filter of backprojection makes backprojected im-

ages unsuited to traditional SAR interferometric methods. The new interferometric

method makes use of the fact that the phase difference of two backprojected images

is, in fact, a difference of differences.

• A comparison is made of traditional interferometry to backprojection interferome-

try, including a comparison of their respective sensitivities. The comparison shows

that despite both being based on the phase difference of two images, both perform

quite differently. A key observation is that backprojection interferometry is insen-

sitive to errors in measurement of the interferometric baseline, which is critical in

traditional interferometry.

• I derive the minimum baseline length for which backprojection interferometry out-

performs traditional interferometry. This is termed the transition baseline.

6.2 Future Work

The research presented in this dissertation may be extended in a variety of ways. Fol-

lowing is a list of some possible avenues:

• Backprojection pixel phase. It was shown in Chapter 3 and then used in Chapters 4 and

5 that the phase of the backprojection sum for a given pixel is approximately equal to the

residual phase at the point of closest approach. While this is a reasonable approximation

for low squint (i.e., less than half the azimuth beamwidth), it is not reasonable for
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squinted data in general. It is also somewhat inaccurate when there is a high level of

non-ideal motion. A model that produces the expected residual phase for an arbitrary

geometry would aid several other research areas.

• Squinted interferometry. The interferometry derivation in Chapter 5 uses the assump-

tion just mentioned in its derivation. By modeling the expected phase of the backprojec-

tion sum for squinted data, it may be possible to derive a model for squinted interferom-

etry.

• Variable baseline interferometry. Chapter 5 is concerned with single-pass interfer-

ometry, where two antennas with a fixed baseline are used simultaneously. It is also

theoretically possible to use repeat passes of a single antenna or antennas on separate

airborne platforms to perform interferometry, given that the pixel correlation remains

sufficiently high. The difficulty here is that, in general, the baseline is no longer fixed.

This means that, as mentioned above, the phase approximation at the point of closest

approach may no longer be valid and a more sophisticated approach is required.

• Precise phase-center location. In Chapter 5, the interferometry derivation assumes

that the bulk of the interferometric phase is due to the height offset of the phase-center

of a scattering-cell. This assumption is reasonable for distributed targets, but not all

targets in general. It should be possible to specifically locate the azimuth position of the

phase-center by forming multiple sub-apertures of the received data. However, in order

to unambiguously resolve the difference between ground-range and height, more than

two observations (i.e., receive antennas) are required. A more general derivation and

analysis of cross-track interferometry using more than two antennas could provide more

accurate height/position estimates.

• Comparison of image spectra. Backprojection and frequency domain methods produce

images with mostly overlapping but slightly different frequency spectra. It would be

interesting to investigate these differences and any resulting implications.

• Hybrid interferometry. In principle, it is possible to add back the flat-earth phase

after forming backprojected images and then perform traditional interferometry. This
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suggests that it may be possible to create a hybrid interferometric method that combines

both forms and perhaps has the advantages of each.
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Appendix A

Autofocus

A.1 Introduction

Due to uncompensated or unmeasured motion, atmospheric propagation effects, hard-

ware limitations, or processing approximations, there may be phase errors in raw synthetic

aperture radar (SAR) data. Autofocus algorithms are commonly employed in SAR to remove

phase errors. These errors have varying effects on image quality depending on the nature of

the errors. All share the commonality that they reduce image focus.

Autofocus techniques typically fall into two categories: model based and estimation

based [4]. Model based autofocus methods estimate a set of coefficients that parameterize a

model which is used to compensate for phase errors. Estimation based methods estimate a

phase function which is used to compensate for phase errors.

Many autofocus methods have been developed for SAR. Some of the more common

methods are map-drift autofocus (MDA) [32], phase-gradient autofocus (PGA) [33, 35], and

prominent point processing (PPP) [34].

The map-drift autofocus methods are model based and operate by forming two or

more subaperture images for a given scene. The necessary translation required to register the

images is used to estimate coefficients in the phase correction model. If a scene is divided

into two subapertures then a quadratic phase error estimate results. Increasing the number of

subapertures yields higher order estimates. MDA is thus able to provide an accurate compen-
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sation but only for low-order phase errors since it is limited to estimating a small number of

parameters.

Phase-gradient autofocus is an estimation based method. In it, an isolated bright tar-

get is taken at each range gate. The phase characteristics of each target are examined and

averaged together from which the phase correction function is estimated. PGA has the ad-

vantage that it is able to accurately estimate high-order phase errors. However, it also has

restrictions on imaging geometry and requires isolated, bright targets in the scene at various

ranges. Targets with low SNR or that are too close together can present difficulties.

Prominent point processing is an estimation method that measures the pulse-to-pulse

range and phase variations of several prominent point targets in a scene. Thus, it is able to

accurately estimate low and high-order phase errors. It is also able to measure rotational

motion in SAR/inverse-SAR (ISAR) collections. Its drawbacks are the requirement of promi-

nent, uninterrupted point targets for phase and range estimation, as well as being potentially

interactive (i.e., not strictly automatic).

Most autofocus methods assume spotlight-mode imaging where, after polar format-

ting, an inverse Fourier transform of the output image in azimuth yields the original range-

compressed data. For stripmap SAR data, a simple inverse transform does not provide this.

For example, to apply traditional autofocus methods to a stripmap image requires deconvolv-

ing with the azimuth matched filter (i.e., Doppler chirp). This is not well posed as it would

be better to operate on each pulse of the range-compressed phase history data prior to image

formation.

An additional limitation of most autofocus methods is the requirement of linear plat-

form motion. This arises because of the assumption of a linear FM Doppler chirp in the range-

compressed data to estimate phase errors. Large, uncompensated motion or more exotic flight

geometries (i.e., circular SAR) pose problems for traditional autofocus algorithms.

These constraints on autofocus have not previously been prohibitive because the imag-

ing scenario is already constrained, that is, use of frequency domain methods already poses

limitations on the SAR mode and geometry. However, with backprojection, having compar-

atively few constraints on platform motion (e.g. a roughly elliptical shaped flight track is
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acceptable), it is desirable to obtain a more general autofocusing algorithm that is similarly

unconstrained.

This appendix presents a type of autofocus method which has previously been used in

optics [37] and may be adapted to synthetic aperture radar. Section A.2 gives some common

sources of phase error in SAR. Section A.3 introduces the autofocus methodology. Finally,

Section A.4 shows preliminary results for simulated and experimental data.

A.2 Phase Error

In traditional SAR imaging there are three common sources of phase error: (1) radar

system timing errors (including “signal propagation through media with unknown spatially

varying propagation velocity” [75]), (2) antenna position measurement errors, and (3) ap-

proximations in motion compensation and image formation. In backprojection, we exchange

the third error source for an alternate: target location errors. The following discusses each

error source for backprojection.

Radar System Phase Error

As the radar system is dependent on a clock (e.g. local oscillator) that is subject to drift

and other effects, the result is small inaccuracies in the measurement of time-of-flight of the

pulse. Usually this difference is within a small fraction of a second, but as the period of a wave

at the carrier frequency may be nanoseconds or less, any uncertainty may lead to phase errors.

For high-altitude SARs, variations in propagation velocity through the atmosphere cause a

similar effect. These errors can often be approximated as constant across a given pulse. When

this is the case, a single scalar estimate of the phase error is sufficient to compensate for this.

Position Measurement Errors

As already shown in Chapter 3, the backprojection algorithm operates by calculating

the ideal azimuth matched filter from knowledge of the range to scattering-cell at every pixel

in the output image. This dependence on knowledge of range-to-target is common for all SAR

image formation algorithms. However, as most others form images in the slant-plane, the
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range-to-target is implicit in the radar data itself and is sufficient for image formation. The

backprojection algorithm requires explicit knowledge of the range-to-target at every pulse.

This makes the backprojection process highly sensitive to errors in antenna position. Thus, as

shown in the aforementioned chapter, precise antenna position measurements are required.

This places limitations on the acceptable inertial navigation system (INS) for a given collection

geometry. In SAR, this usually calls for use of a high-grade inertial measurement unit (IMU).

As shown in the Section 3.2.1 on page 29, the backprojection matched filter is a func-

tion of the range-to-target (pixel or cell) at each slow-time sample. This range may be obtained

given the scattering-cell location and phase-center of the antenna according. Thus, errors in

the position estimate of the phase-center of the antenna lead to phase errors in the backpro-

jected image. The phase error φe for a specific antenna and target position as a function of

position estimate error is

φe = exp

[
j 2k

√
(x+ x′)

2
+ (y + y′)2 + (z + z′)2

]
, (A.1)

where (x, y, z) are the true coordinates of the the antenna phase-center relative to the pixel

center and (x
′
, y
′
, z
′
) are the measurement errors. This may be approximated as

φe ≈ exp

[
j

2k

r

(
x
′
x+ y

′
y + z

′
z
)]
, (A.2)

if the measurement errors are small and the azimuth coordinate x � r where r =
√
y2 + z2,

the range at the point of closest approach.

Figure A.1 shows the magnitude of the phase error for various geometries as a function

of the lateral position error to wavelength ratio (e.g. y
′
/λ) . Multiple lines are plotted, each

representing a different incidence angle to the target. A horizontal line is placed at π/8, which

serves as a reminder that any phase error above this becomes a source of significant phase

error in the backprojection sum.
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Figure A.1: Estimate of the phase error for various position estimate errors as a function of
the ratio of position error magnitude to wavelength. Multiple lines are shown for various
coordinate to slant-range ratios. The horizontal line marks the phase π/8, above which phase
errors become significant.

DEM Errors

The backprojection formula requires knowledge of the position in three-space of every

scattering-cell calculated. To aid the backprojection process, a priori knowledge of the cell’s

vertical position is usually provided via a digital elevation map (DEM) of the imaged terrain.

A bias error (i.e., a height offset) in the elevation map results in varying effects in the output

image depending on the SAR collection geometry and the exact steps performed in backpro-

jection processing. As seen in Sec. 3.4, DEM errors become significant if they are large, if there

is significant shift in the phase-center of the antenna, or if there is a high degree of non-ideal

motion. These become sources of phase error that reduce the quality of the output image.
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A.3 Autofocus

A.3.1 Methodology

As indicated previously, most autofocus methods involve analysis of the formed image

(i.e., range- and azimuth-compressed) in order to estimate proper correction factors. This

method differs in that the autofocus adjustment is calculated on a per-pulse basis prior to im-

age formation. Recall that the maximum pixel magnitude is obtained when the backprojection

matched filter uses the exact range-to-target at every pulse in the summation; a distance error

reduces the pixel magnitude. This distance error may instead be considered a corresponding

phase error. In fact, any and all phase error terms present at each pulse may be lumped into a

single value.

The effect of this may be described in an intuitive manner. Each sample from a range-

compressed pulse is a complex value with contributions from a group of illuminated targets

and also contributes to a group of pixels in the output image. This complex value is a vector

representing magnitude and phase. Azimuth matched filtering represents a rotation of that

sample at a given pulse. When perfect matched filtering occurs, all of the sample vectors are

rotated to the same direction such that when they are summed, all sum constructively yielding

a result with large magnitude and phase equal to the intrinsic phase of the target cell. The

errors described earlier distort this process so that each sample no longer adds in phase and a

degraded pixel sum results.

Because the matched filtered pulses with phase error do not sum in phase, the back-

projection sum yields a lower pixel magnitude. This suggests the simple solution of applying

a phase correction to each pulse that maximizes the magnitude of the pixel sum. While this

approach works well with isolated, prominent targets, it may not work in general. If multi-

ple “bright” targets are located near the target of interest, their returns may overlay at some

pulses. If all the samples are assumed to come from a single source (i.e., the target of inter-

est), then the samples containing the bright returns of nearby objects are erroneously rotated

to maximize the pixel magnitude of the target of interest. This can result in target “ghosting”

in the output image. In addition, because of noise and clutter this may not perform well with

lower SNR pixels. It is therefore advantageous to simultaneously focus a group M of pixels
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(
a1, a2, . . . , a|M|

)
. Here, |M| indicates the cardinality of setM (i.e., the number of elements

in the set).

In order to focus a group of pixels, some kind of optimization method utilizing an

objective function is required. The proposed autofocus technique estimates the phase error

at each pulse using coordinate descent optimization. A similar approach is taken by [76] for

convolution backprojection. The coordinate descent method performs a line search at a point

along a single coordinate direction for each iteration [77]. In other words, the function F (x)

with x =
(
x1, x2, . . . , x|P|

)
is minimized one component xp at a time. After all coordinates have

been searched, a single descent iteration xk (with iteration index k) is complete. Therefore,

beginning with an initial guess x0 for a local minimum of F , one can iteratively obtain the

sequence x0, x1, x2, ... . This guarantees that at each iteration

F (x0) ≥ F (x1) ≥ F (x2) ≥ ... . (A.3)

The function minimization for each component in x proceeds as follows. Given the

kth iteration xk, the ith coordinate of xk+1 is

xk+1
i = arg min

y∈Ω
F (xk+1

1 , ..., xk+1
i−1 , y, x

k
i+1, ..., x

k
n), (A.4)

where Ω is the domain of possible values y can take. A given iteration is complete when

this minimization has been performed for all coordinates i. Note in the equation above, the

coordinates are minimized in ascending order beginning with x1, however, any ordering that

traverses all coordinates may be used.

In this optimization scheme, each coordinate of x corresponds to the phase correction

of a single pulse. The optimization is performed by minimizing some objective function F

for each coordinate/contribution. The objective functions examined are given below. One de-

scent iteration consists of performing this process at each coordinate to minimize the objective

function.

The coordinate descent method differs from a gradient descent method (also known as

steepest descent) where optimization is performed by steps proportional to the negative of the
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gradient at each point. Because x has cardinality equal to the number of pulses contributing

to the backprojected pixel sums (i.e., a large number), a gradient descent method could be

computationally prohibitive. However, it can be shown that the sequence of Eq. A.3 has

similar convergence properties to the gradient descent method [78].

An important note when optimizing a group of pixels is that the same phase correction

is applied to every sample at a given pulse. This means that a given group of pixels, termed a

“tile,” must be kept small enough that the same approximate phase error can be removed from

each. For per-pulse radar system phase errors, this is the case for all samples in a given pules.

For motion related phase errors, the tile size is a function of the slant-range to the tile and

the expected magnitude of the motion errors. The result is tiles that are wide in azimuth (to

examine the range migration curve of many targets with overlapping range migration curves)

but possibly narrow in range (to obtain an accurate phase error estimate where the phase

error is approximately the same across the given range swath).

This autofocus method is advantageous because it requires no general assumptions of

platform motion in order to operate. Other methods of autofocus typically only operate on

spotlight mode data. This is because of underlying assumptions made in the derivation of

the autofocus algorithm. For example, many methods examine the azimuth spectrum of the

formed image in order to determine the phase correction that should be applied. However,

this assumes that the azimuth direction and the along-track direction are equivalent (i.e.,

orthogonal to the range or cross-track dimensions). This is certainly true for many flight

geometries, but is not true in the case of an aircraft circling around a stationary point on the

ground. For this case, a more general autofocusing method is required.

A.3.2 Objective Functions

Although there are many reasonable objective functions that may be used for the pur-

pose of optimization, this analysis is limited to three cases: maximum contrast, minimum

entropy, and elliptic projection maximum contrast.
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The maximum contrast method takes the form

F = −
∑
m∈M

a2
m. (A.5)

This method maximizes the L2-norm of the pixel or tile.

Maximum contrast methods have previously been shown to be particularly well suited

for use in SAR because they maintain a good balance between high and low return areas

[37]. “Furthermore, this metric has been shown to produce phase error estimates equivalent

to maximum likelihood estimates under particular conditions” [79].

The minimum entropy method has the form

F = −
∑
m∈M

am log am. (A.6)

Finally, the elliptic projection method is given as an analytic solution to an elliptic

projection of the solution space to also maximize contrast. It is based on the work of [76].

This method is termed the elliptic or Ash method.

A.3.3 Drift Compensation

The previous analysis for estimating phase error assumes that the correct range com-

pressed sample contributing to a given target / pixel is chosen for every pulse in the backpro-

jection summation. This requires aircraft position measurements to be accurate to at least the

same order of magnitude as the resolution cell. If the measurement errors are zero-mean with

low variance then the correct samples are still chosen on average (resulting in good autofocus

performance). Problems occur when the zero-mean/low-variance assumption is violated. An

example of this is drift in the position measurement.

Position drift is common in measurements made by IMUs. As these sensors integrate

measurements from accelerometers, drift is almost unavoidable. A key figure of merit in

judging the quality of IMUs is the amount of drift a given IMU will present over a given period

of time. If the drift over a given azimuth aperture is small then the correct range samples

are still chosen, but if it grows larger then incorrect samples are used in the backprojection
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sum. Particularly troublesome is drift in the along-track direction as it leads to larger errors in

estimation of the range-to-target than drift in the lateral directions.

One method for removing these problems is to estimate the position measurement

drift. This can be performed similarly to the maximum contrast coordinate descent method

described above. A bounded optimization is performed on the drift estimate, calculating the

amount of drift that maximizes the L2 norm of a given pixel or group of pixels. Note that drift

is a first order effect, but a similar approach could be used to estimate higher-order motion

errors if a priori knowledge of the presence such errors exists.

In general, several iterations may be required in order to descend on the optimal drift

values. As shown previously, if the true platform motion is perfectly straight in range and

elevation then there is no unique solution providing the position of the target (i.e., the opti-

mization may converge to a drift in elevation / azimuth that is not correct). However, perfect

platform motion is not generally the case for airborne imagery.

After the position drift is estimated, the antenna positions are updated accordingly.

Note that this only removes the linear trend in the estimate error. Other motion errors are still

present but are now zero mean. This means that on the average the correct range-to-target

is used for every pulse and thus the correct range samples are selected in the backprojection

sum. The aforementioned autofocus method may now be used to remove any remaining phase

errors.

A.4 Results

The elliptic method provides an analytic estimate of the phase error for each pulse

throughout a coordinate descent iteration. However, the maximum contrast and minimum

entropy methods require a numerical method to estimate the phase error at each pulse. To

do this, a scalar bounded minimization is performed from −π ≤ φ̂e ≤ π using Brent’s method

[80]. Brent’s method is a root-finding algorithm which combines several methods (bisection

method, secant method, and inverse quadratic interpolation). It is as reliable as the bisection

method but can be as computationally efficient as the less reliable methods.
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Table A.1: Simulation Parameters
Parameter Value
Wavelength 0.3 m

Azimuth beamwidth 0.3 rad
Along-track velocity 50 m/s

PRF 200 Hz
TX bandwidth 300 MHz

The drift compensating algorithm, on the other hand, must find a vector of three co-

ordinates, not a scalar value. An attempt was made to use Brent’s method on each coordinate

individually, but resulted in poor convergence. Instead, a modification of Powell’s method

[81, 82] is used, which is a conjugate direction method. I have found that it has the best

convergence results of any method examined. Other methods tested include sequential least

squares, the Nelder-Mead method [83, 84] (uses the Simplex algorithm), the Polak-Ribiere

[85] (a nonlinear conjugate gradient algorithm), and the Broyden, Fletcher, Goldfarb, and

Shanno method [86] (a quasi-Newton method using only first derivatives).

Simulated data sets are created using the specifications in Table A.1. For results re-

quiring zero mean Gaussian noise be added to the position estimates, a standard deviation

of 0.1 m at every pulse was used. For results requiring drift, 1.5 m/s in the along-track di-

rection (1/50 the forward velocity) and 2 cm/s in the cross-track direction were used. These

values were arbitrarily chosen and represent drift values well beyond those expected with a

reasonable IMU/GPS combined INS.

Figure A.2 compares the performance of the various autofocus objective functions on a

simulated stripmap data set, where the antenna positions have random Gaussian noise added.

Only one iteration of autofocusing is performed. A range cell migration curve of a range-

compressed point target is selected from the simulation and plot the backprojected phase error

(in radians) at every pulse. The original backprojected data without autofocus exhibits a large

amount of phase error. After autofocusing using the elliptic/Ash method, the phase error is

reduced significantly. The maximum contrast and minimum entropy methods both show even

more reduction in phase error, with the minimum entropy solution performing slightly better.

Figure A.3 shows the backprojected images of the simulated data set using a single

iteration with each of the autofocusing methods. Two targets are present at this location in the
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Figure A.2: Phase error for each pulse at the target’s peak

data. Plot (a) shows the original backprojected image without any autofocusing. Because of

the large phase error present, the targets are blurred in range and particularly in azimuth. Plot

(b) shows the result of autofocusing using the Ash/elliptic method. The blurring is significantly

reduced and the individual point targets are now distinguishable, however some spreading of

the azimuth energy is still noticeable. This corresponds to the phase error remaining after

autofocusing as seen in the previous figure. The plot in (c) demonstrates focusing using the

maximum contrast method and (d) demonstrates the minimum entropy method. Note that

the axes have been zoomed on these two images to show more detail. These methods show

similar levels of performance, although the side lobes are lower with the minimum entropy

method.

These features are more easily seen in Figure A.4 which contains an azimuth slice

through one of the point targets. In (a) the three autofocus methods are plotted together and
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Figure A.3: Backprojected images in dB of simulated data with two point targets. (a) shows
the original image and (b-d) show autofocused results for various objective functions: (b)
elliptic, (c) maximum contrast, and (d) minimum entropy.
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Figure A.4: Azimuth slices through one of the autofocused point targets from Fig. A.3 for
each autofocus objective function. The lower plot (b) shows a zoomed-in region around the
central peak.

in (b) the central region around the main lobe is zoomed. The lobe peak and width is nearly

identical for both the maximum contrast and minimum entropy methods.

The performance of the autofocus algorithm is examined using actual SAR data col-

lected aboard a low-altitude aircraft. The sensor is a generic SAR at Ku-band with 1.5 GHz

bandwidth. A particular data set was chosen where the backprojected image suffers from tar-
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Figure A.5: Performance comparison of actual SAR data (a) before and (b) after autofocus.
The two targets are corner reflectors lying on bare earth.

get smearing in azimuth. The original image and the autofocused image are given in Figure

A.5. Here, two corner reflectors are present, lying on bare earth.

Although these results are preliminary, they show that under certain circumstances this

is a viable method of autofocus for backprojected data.
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Appendix B

Compression

This appendix provides a derivation of pulsed/continuous-wave range compression

and azimuth compression. These two steps constitute a simple form of the range-Doppler

image formation algorithm. This derivation is similar to that given in [87].

B.1 LFM Pulse Compression

B.1.1 Pulsed

For simplicity, this derivation ignores azimuth effects and assumes that a reflected

target’s signal is a time delay, to, of the original signal. It also assumes that the signal is

single-side band as opposed to double-side band (a full derivation of double-side band SAR is

developed by Robertson [12]). These assumptions simplify the derivation but still provide an

accurate model of range compression [88].

The transmit and received signals are modeled by

xTx(t) =
1

2
cos
(
ωct+ βt2

)
and (B.1)

xRx(t, to) =
1

2
cos
(
ωc(t− to) + β(t− to)2

)
, (B.2)

respectively, where β = πBW/T represents the slope of the linear frequency vs time. We note

here that t is in “fast time.” Hardware mixes the signal down to an intermediate frequency,
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wd, and then low-pass filters it,

mif(t) =xr(t)⊗ cos(wdt)

=
1

2
cos
(
wc(t− to) + β(t− to)2

)
cos(wdt)

=
1

4
cos
(
wc(t− to) + β(t− to)2 − wdt

)
+

1

4
cos
(
wc(t− to) + β(t− to)2 + wdt

)
LPF
=⇒ 1

4
cos
(
wc(t− to) + β(t− to)2 − wdt

)
. (B.3)

This is the signal that is digitized by the hardware and recorded. Next, substituting

ωo = ωc − ωd and taking the Hilbert Transform yields

mif(t) =
1

4
exp

[
j
(
ωc(t− to) + β(t− to)2 − (ωc − ωo)t

)]
=

1

4
exp

[
j
(
ωot+ β(t− to)2 − ωcto

)]
. (B.4)

At this point, it is useful to calculate the minimum Nyquist sampling rate. By examining

the phase, φ(t), it can be seen that the phase derivative, φ̇(t) is

φ(t) = ωot+ β(t− to)2 − ωcto,

φ̇(t) = ωo + 2β(t− to). (B.5)

φ̇(t) represents frequency, whose maximum occurs for every t − to = T . Thus, based on the

Nyquist criterion the minimum sampling rate is

Smin−rate = 2(fo +BW ). (B.6)

The matched filter is given by

h(t) = exp
[
j
(
ωot+ βt2

)]
. (B.7)

Although h(t) is infinite in length, for a finite-length matched filter with large T, this simplify-

ing assumption is valid. Pulse compression or range compression is then performed by matched
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filtering, i.e., correlating mif(t) and h(t):

m(t) = mif ⊗ h∗(t)

=

ˆ
mif(t+ τ)h∗(τ)dτ

=
1

4

ˆ
ej(ωo(t+τ)+β(t−to+τ)2−ωcto)e−j(ωoτ+βτ2)dτ

=
1

4
ej(ωot+β(−2tot+t2o+t

2)−ωcto)
ˆ
ejβ(2tτ−2toτ)dτ.

Applying the limits of integration,

m(t) =
1

4
ej(ωot+β(t−to)2−ωcto)

ˆ T−t+to

−t+to
ejβ(2tτ−2toτ)dτ

=
1

4

ej(ωot+β(t−to)2−ωcto)

2jβ(t− to)
(
e2jβ(T−t+to)(t−to) − e2jβ(−t+to)(t−to)

)
=

1

4

ejωot−jωcto

2jβ(t− to)
(
e2jβT (t−to)e−jβ(t−to) − e−jβ(t−to)

)
=

1

4

ejωot−jωcto

β(t− to)
ejβT (t−to) sin (βT (t− to)) e−jβ(t−to)

=
T

4
ejωot−jωctoejβ(t−to)(T−1)sinc (βT (t− to)) . (B.8)

Examining Eq. B.8 leads to some important points. The T
4 amplitude term shows

that the SNR is a function of the chirp period—thus a longer chirp leads to higher SNR. The

sinc effect resulting from autocorrelation is also visible. The width of the sinc is inversely

proportional to the bandwidth of the chirp. This suggests that the resolution in range is a

function of chirp bandwidth and not period. Resolution is treated in Appendix C.

B.1.2 Continuous-wave

Figure B.1 shows the LFM-CW transmit/receive model of frequency versus fast-time.

The LFM transmit up-ramp begins at frequency fmin and continues to fmax. Received returns

off point targets are delayed by times t0, t1, ..., tn from the transmit signal. T represents the

duration of one up-ramp. Notice that at any given time, targets farther in range correspond to

a greater frequency difference from the transmit signal.
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Figure B.1: Illustration of a scattered LFM-CW signal. The horizontal axis represents fast-time
and the vertical axis represents frequency. The transmit signal displays the linear frequency
up-ramp, after which delayed copies are received from point scatterers at times t0, t1, . . . , tn.
The up-ramp interval is T .

The derivation of LFM-CW range compression follows as similar development as [88].

The derivation begins with models for the transmitted and received signals as in the pulsed

case, except the signals are expressed in exponential form for convenience:

xTx(t) = exp

[
j

(
ωot+

βt2

2
+ ψ

)]
and (B.9)

xRx(t, to) = exp

[
j

(
ωo(t− to) +

β(t− to)2

2
+ ψ

)]
. (B.10)

The difference in amplitude between the transmitted signal and received is ignored here, and

ψ represents an arbitrary phase present in the signal. The hardware mixes these two signals
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together and low-pass filters:

m(t) = xt(t)⊗ x∗r(t, to)

= exp

[
j

(
ωot+

βt2

2
+ ψ

)]
exp

[
−j
(
ωo(t− to) +

β(t− to)2

2
+ ψ

)]
= exp

[
j(ωoto + βtot−

βt2o
2

)

]
. (B.11)

This is the signal that is digitized and recorded. As shown above, by examining the

phase, φ(t), it can be seen that

φ(t) = ωoto + βtot−
βt2o
2
,

φ̇(t) = βto. (B.12)

φ̇(t) represents the frequency difference between the transmitting chirp and received chirp,

whose maximum is the frequency difference corresponding to the farthest target in range,

represented by time tn. Thus, the minimum sampling rate is

Smin−rate = 2βtn. (B.13)

Comparing this result with Eq. B.6, LFM-CW has a much lower minimum sampling rate re-

quirement than pulsed chirp radar.

Range compression is performed by taking the Fourier transform. The limits of inte-

gration are ignored here but are retained below.

I(w) =

ˆ
exp

[
j

(
ωoto + βtot−

βt2o
2

)]
exp [−jωt] dt

= exp

[
j

(
ωoto −

βt2o
2

)]ˆ
exp [βtot] exp [−jωt] dt

= 2πδ(βto − ω) exp

[
j

(
ωoto −

βt2o
2

)]
, (B.14)

resulting in the compressed signal I(ω). It is important to note that I(ω) is in the spatial

domain due to the frequency-domain nature of the dechirped signal.
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Figure B.2: Sketch showing dechirping LFM-CW frequency difference of two point targets.

As shown in Fig. B.2, the signal for the first target is only present from time to to time

T . This results in a window, which can be represented in frequency as

WCW (ω) =

 (T − to) exp
[
−jω T−to2

]
sinc

(
ω(T−to)

2

)
, if to < T

0, if 0 > to or to > T.
(B.15)

Equation B.14 is convolved with Eq. B.15, resulting in the complete range compressed

LFM-CW signal

ICW =

ˆ
T
I(ω − ρ)WCW (ρ)dρ

=

ˆ
T
ej(ωoto−

βt2o
2

)2πδ(βto − ω − ρ)(T − to)e−jρ
T−to

2 sinc

(
ρ
T − to

2

)
dρ

= 2π(T − to)ej(ωoto−
βtoT

2
+
ω(T−to)

2 ) sinc

(
(βto − ω)

T − to
2

)
dρ. (B.16)
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There are several important points from this result. The first is that the amplitude for

each target is proportional to (T − to), showing that the SNR improves with increased pulse

length. Thus, because an LFM-CW period is longer than a conventional pulse, less transmit

power is required in LFM-CW to maintain the same SNR. However, targets farther away in

range have shorter integration time and therefore suffer from reduced power compared to

closer targets.

The argument (βto − ω)T−to2 of the sinc function is also worthy of notice. Since

β =
πBW

T
,

we see that

sinc

(
(βto − ω)

T − to
2

)
= sinc

(
(πBW − ωT )

T − to
2T

)
.

This shows that the width of the sinc function decreases as the bandwidth increases. As

expected, resolution becomes finer for increased bandwidth.

B.2 Azimuth Compression

Returning to the range compressed form of Eq. B.8 and setting t = to (note that t now

represents slow-time and the difference between t and to is inconsequential), the result is

m(t) =
T

4
exp [jωoto − jωcto] . (B.17)

Because ωc � ωo, the ωoto term may be assumed to be zero. It is the ωcto term in Eq. B.8 and

Eq. B.17 that is responsible for the azimuth chirp. Continuing,

s(t) ' T

4
exp [−jωct] . (B.18)

Because the constant T4 varies depending on the type of SAR model and is unimportant

to the derivation, it is replaced with α for convenience. Let R(t) be the range to target. The
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two-way time for the signal to target is given by

t =
2R(t)

co
. (B.19)

Substituting this into Eq. B.18 yields

s(t) = α exp [−jωct]

= α exp

[
−j 2ωcR(t)

co

]
= α exp

[
−j 4πR(t)

λ

]
. (B.20)

R(t) is of interest as it is responsible for the time varying phase shift of the signal.

Returning to Eq. C.9,

φD(t) =
2πv2t2

λr
,

which yields the phase term used for R(t). Combining the previous result with Eq. C.7,

4πR(t)

λ
' 4πRo

λ
+

2πv2t2

λRo
. (B.21)

Substituting this result back into Eq. B.20, the final form of the signal used in azimuth com-

pression can be written as

s(t) = α exp

(
−j 4π

λ
R(t)

)
= α exp

(
−j 4πRo

λ

)
exp

(−j2πv2(t− to)2

λRo

)
. (B.22)

The final term contains the azimuth chirp, and becomes the basis for the matched filter

haz(t)
4
= exp

(−j2πv2t2

λRo

)
. (B.23)
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Performing correlation on the two signals from Eq. B.22 and Eq. B.23,

v(t) = s(t)⊗ h∗az(t)

=

ˆ
s(t+ τ)h∗(τ)dτ

−Ta
2

< τ + t− to <
Ta
2

= α e
−j4πRo

λ

ˆ
e
−j2πv2
λRo

(t−to+τ)2e
j2πv2τ2

λRo dτ

= α e
−j4πRo

λ

ˆ
e
−j2πv2
λRo

((t−to)2+2τ(t−to))dτ.

Rearranging and applying the limits of integration,

v(t) = α exp

[−j4πRo
λ

− j2πv2(t− to)2

λRo

]ˆ Ta
2
−(t−to)

−Ta
2
−(t−to)

exp

[−j4πv2τ(t− to)
λRo

]
dτ

=
jαca
cb

exp [−jcbτ ]

∣∣∣∣τ=Ta
2
−(t−to)

τ=−Ta
2
−(t−to)

, (B.24)

where

ca = exp

[−j4πRo
λ

− j2πv2(t− to)2

λRo

]
, (B.25)

cb =
4πv2τ(t− to)

λRo
. (B.26)

Evaluating Eq. B.24,

v(t) =
jαca
cb

{
exp

[
−jcb

(
Ta
2
− (t− to)

)]
− exp

[
−jcb

(−Ta
2
− (t− to)

)]}
=
jαca
cb

exp [jcb(t− to)]
{

exp

[
−jcb

Ta
2

]
− exp

[
jcb

Ta
2

]}
=
−jαca
cb

exp [jcb(t− to)] 2j sin

(
cbTa

2

)
= αTaca sinc

(
cbTa

2

)
exp [jcb(t− to)] . (B.27)
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Figure B.3: Overhead view of time/distance relationship of moving platform.

Substituting ca and cb back in,

v(t) = αTa sinc

(
2πTav

2(t− to)
λRo

)
exp

[−j4πRo
λ

− j2πv2(t− to)2

λRo
+
j4πv2(t− to)2

λRo

]
= αTa sinc

(
2πTav

2(t− to)
λRo

)
exp

[−j4πRo
λ

]
exp

[
j2πv2(t− to)2

λRo

]
. (B.28)

At this point, the function v(t) is given in terms of target dependent variables Ta and

Ro. Rearranging the terms, it is possible to obtain a solution where the only target dependent

variable is Ro, thus simplifying v(t). If Lz is defined as the distance the radar platform moves

while the target is illuminated, and v is the velocity of the platform, then

Ta =
Lz
v
.

This geometry is shown in Fig. B.3. Continuing,
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tan

(
θa
2

)
=
L/2

Ro

=
Tav

2Ro
,

Ta =
2Ro
v

tan

(
θa
2

)
. (B.29)

Substituting back into Eq. B.28,

v(t) = αTa sinc

[
4πv(t− to)

λ
tan

(
θa
2

)]
exp

[−j4πRo
λ

]
exp

[
j2πv2(t− to)2

λRo

]
. (B.30)

The sinc function is now independent of target parameters; however, the two exponential

functions are still in terms of target-dependent Ro. The first is simply a constant phase, but

the second is quadratic phase in time.

As seen in Eq. B.23, the matched filter is dependent on both target range, Ro, and

platform velocity, v. This means that while range compression is performed using a single

matched filter (i.e., the transmitted signal itself), azimuth compression must be performed on

each range slice independently. While the range-to-target may be calculated from the range

sample spacing, the velocity must be measured.
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Appendix C

Figures of Merit

This appendix lists some of the key figures of merit for synthetic aperture radar: range

resolution, azimuth resolution, radiometric resolution, signal-to-noise ratio, peak sidelobe ra-

tio, integrated sidelobe ratio.

Range Resolution

Resolution is a measure of the resolvability of individual targets by a radar. SAR tech-

niques lead to finer resolution than conventional real-aperture systems, thus making them

desirable in radar imaging. The following subsections discuss resolution for real and synthetic

aperture radar, in both the range and azimuth directions.

Range resolution may be obtained using a pulse of very short transmit duration. The

resolution resulting from a simple square pulse shape with duration Tp is

∆r =
coTp

2
, (C.1)

in meters per pixel where co is the speed of light. Consequently, the shorter the pulse length,

the finer the resolution in range. Taking this to the logical limit suggests a delta function

as the pulse shape. Unfortunately, this ideal is impossible as the delta function has infinite

magnitude. In practice, hardware designed to transmit pulses of very short length is very

expensive and such systems suffer from low signal-to-noise ratio (SNR). To alleviate this, it is

possible to obtain high resolution using longer pulses that are frequency modulated.
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There are several different methods for deriving the range resolution of an LFM chip

[12, 89, 5]; however, one simple approach is to recognize that radar bandwidth is approxi-

mately equal to 1/Tp, so Eq. C.1 can be expressed as

∆r =
co

2BW
, (C.2)

where BW is the bandwidth of the transmitted signal. Increasing the transmit bandwidth thus

improves the resolution. This result is consistent with various derivations, and is a common

rule-of-thumb in radar processing.

Azimuth Resolution

In real aperture radar, the azimuth resolution is proportional to the azimuth beamwidth

of the antenna while synthetic aperture resolution is inversely proportional to the azimuth

beamwidth. It can be shown [90] that the azimuth resolution of a real aperture radar is

∆zrar = 2r tan

(
θa
2

)
, (C.3)

where r is the near range and θa is the azimuth beamwidth in radians. Substituting the

approximation θa ≈ λ/Lz into ∆z ≈ rθa, the azimuth resolution for real aperture radar is

∆zrar ≈
rλ

Lz
, (C.4)

where λ is the carrier wavelength, and Lz is the antenna length in azimuth [9]. As is apparent,

an increase in the length of the antenna yields finer resolutions. In practice, the antenna length

is limited by the length the platform can support. Thus, obtaining very fine azimuth resolution

with real aperture radar is impractical due to the large antenna size required.

Synthetic aperture radar is based on the change in propagation phase of a target as

the platform travels along its path (also called the apparent “Doppler shift”, though the true

Doppler shift of the carrier wave is unrelated). The shift is positive as the platform approaches

each target, is zero at boresight, and goes negative as the platform moves away from each

target. It can be shown [91] that the achievable azimuth resolution for SAR is the velocity
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divided by azimuth bandwidth

∆z =
v

BWz
. (C.5)

The following derivation shows how the azimuth bandwidth can be approximated using the

phase change of the radar return off each target. A more mathematically rigorous derivation

can be found in [92]. The phase change φD of the received signal is related to the change in

range δr from the platform to the target

φD =
4πfδr
co

=
4πδr
λ

. (C.6)

The variable δr can be estimated from the slant range R:

R =
√

(r)2 + (vt)2

≈ r +
(vt)2

2r
, (C.7)

δr ≈
(vt)2

2r
. (C.8)

An example of this is shown in Fig. B.3 on page 170. Equation C.7 is found assuming vt� R

and with the Taylor expansion approximation

√
1 + x ≈ 1 +

x

2
, where x� 1,

with error x2/4. Substituting δr into Eq. C.6 gives

φD(t) =
2πv2t2

λr
. (C.9)

Noting that the phase changes quadratically with time, this phase change may be con-

sidered an azimuth chirp. The azimuth frequency fz is found by differentiating the phase to

obtain

fz =
2v2t

λr
(C.10)
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and the azimuth chirp rate is

ḟz =
2v2

λr
. (C.11)

The azimuth bandwidth BWz is found from the chirp rate ḟ
4
= BW/T , where T is the

period. Figure B.3 shows the geometric relation used to find the azimuth period Tz. It can be

seen from the figure that

tan

(
θa
2

)
=
vTz
2r

. (C.12)

Applying the small angle approximation tan(θa/2) ≈ θa/2, the azimuth period is

Tz =
θar

v
. (C.13)

This allows the azimuth bandwidth to be solved for in terms of the approximated

azimuth period,

BWz = ḟzTz

=
2v2

λr

θar

v

=
2vθa
λ

. (C.14)

Finally, employing the previously used θa ≈ λ/Lz and substituting this result into Eq. C.5

yields the SAR azimuth resolution, ∆z,

∆z =
v

BWz

=
λ

2θa
,

which results in

∆z ≈ Lz
2
. (C.15)

Comparing this result with Eq. C.4 shows the obvious advantage of synthetic aperture

radar over real aperture radar. For the same size antenna, application of SAR processing

leads to much finer azimuth resolutions and makes available high resolution radar imaging on

aircraft.
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This result suggests that an infinitely small antenna provides the best azimuth res-

olution. However, the pulse repetition frequency (PRF) must meet the minimum Nyquist

criterion, which is twice the azimuth bandwidth:

PRFmin =
4vθa
λ

, or

≈ 4v

Lz
.

Thus, PRFmin is inversely proportional to the length of the antenna. Conversely, the maxi-

mum allowable PRF is limited in practice by hardware restrictions and desirable data band-

width. Therefore, a trade-off must be made between finer azimuth resolution and the mini-

mum PRF.

Radiometric Resolution

The noise-equivalent sigma-naught (NES0 or σn) is the equivalent terrain radar backscat-

ter coefficient that would produce a signal in the receiver equal to the receiver noise-only sig-

nal [4]. NES0 is a measure of radiometric resolution, i.e., how finely a SAR can distinguish

varying levels of intensity in the backscatter. It is given by

σn =
σ0

SNRclutter
. (C.16)

It is important to note that σn is a function of range since SNR is also.

SNR

A SAR has processing gain from both range and azimuth compression. The range

compression gain is approximately the time-bandwidth product:

Ar ≈ βT τp, (C.17)
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where βT is the bandwidth of the signal and τp is its duration. The azimuth compression gain

is simply the number of pulses contributing to the pixel:

Aa =
da
vt
≈ λr

Lavt
, (C.18)

where da is the aperture length, v is the platform velocity, t is the time period between suc-

cessive pulses, and La is the antenna length. Thus, the SNR of a target in a SAR image is

(neglecting receiver noise and propagation loss)

SNRtarget =
Pr

Pn
ArAa, (C.19)

where Pr is the received signal power and Pn is the noise power.

Using the resolutions

∆r =
c

2βT
, (C.20)

∆a =
La
2
, (C.21)

the processing gain becomes

ArAa =
βT τpλr

Lavt
(C.22)

=
(τp
t

)( cλr

4v∆r∆a

)
. (C.23)

With the PRF fPRF and peak transmit power PT , the first term combines with the transmit

power to obtain the average transmit power:

Pav = τpfPRFPT . (C.24)

The second term combines with the remaining portions of Pr to obtain the SNR for a target

contained inside an individual resolution cell,

SNRtarget =
PavG

2λ3cσt

4 (4πr)3 PnLv∆r∆a

, (C.25)
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with noise power

Pn = kBTβRFn, (C.26)

where σt is the radar cross-section of the target, kB is Boltzmann’s constant, T is the receiver

temperature, and Fn is the receiver noise figure. The terms kBTβR are the thermal noise of

an ideal receiver, while Fn accounts for the extra noise added by the receiver as compared to

the ideal.

Using distributed targets (e.g., ground clutter),

SNRclutter =
PaveG

2λ2σ0

(4π)3R4PnL

(
Rλc

4v sin θi

)
, (C.27)

where σ0 is the normalized ground/clutter reflectivity and θi is the incidence angle. Note that

Carrara [4] replaces bandwidth βR (inside Pn) in the denominator with ∆r in the numerator,

as they are inversely proportional.

Signal-to-clutter Ratio

Usually, SNRtarget is not the limiting factor in target detection because background

clutter limits detection first. Thus, signal-to-clutter ratio is a figure of merit limiting detection

performance [5]:

SCR =
σt sin θi
σ0∆a∆r

. (C.28)

This gives a limit on detection performance regardless of receiver noise. In practice, a combi-

nation of total noise and clutter limits detection performance.

Sidelobe ratios

The impulse response (IPR) of a focused point target is another important quality of the

SAR. It shows how well compressed the targets are as well as any spreading due to window

tapers. Among the methods of measuring IPR is peak sidelobe ratio (PSLR) and integrated

sidelobe ratio (ISLR). The PSLR is the ratio of the peak of the mainlobe to the peak sidelobe.
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ISLR is a measure of the ratio of the integrated power of the mainlobe to the integrated power

of the sidelobes. A good treatment of this subject appears in [4].
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Glossary

Acronyms
A/D analog to digital
AWGN additive white gaussian noise
DEM digital elevation map
GPS global positioning system
IMU inertial measurement unit
INS inertial navigation system
IPR impulse response
ISAR inverse synthetic aperture radar
ISLR integrated sidelobe ratio
LFM linear frequency modulation
MDA map-drift autofocus
MIMO multiple-input and multiple-output
MISO multiple-input and single-output
OFDM orthogonal frequency-division multiplexing
PCA point of closest approach
PDF probability density function
PGA phase-gradient autofocus
PPMCC Pearson product-moment correlation coefficient
PPP prominent point processing
PRF pulse repetition frequency
PRI pulse repetition interval
PSLR peak sidelobe ratio
RCM range cell migration
RCMC range cell migration curve
RDA range-Doppler algorithm
SAR synthetic aperture radar
SCR signal-to-clutter ratio
SIMO single-input and multiple-output
SISO single-input and single-output
SLAR side-looking airborne radar
SNR signal-to-noise ratio
SRC secondary range compression
UAV unmanned aerial vehicle
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Symbols
α interferometric baseline angle, page 104
δ phase-center displacement, page 35
δ̃ estimated phase-center displacement, page 104
ε phase-center displacement observed from second antenna, page 101
Φ interferometric phase (traditional), page 104
∆Φ interferometric phase difference (backprojection), page 99
φ phase, page 29
λ wavelength, page 34
µ geometry case coefficient, page 81
η additive noise
ρ correlation coefficient, page 73
θ incidence angle, page 35
ζ antenna displacement, page 37
B interferometric baseline length, page 104
c speed of light, page 34
d distance (usually two-way), page 34
d̃ distance parameterizing the matched filter, page 34
∆d residual distance, page 34
∆∆d differential residual distance between two propagation paths, page 77
f0 center frequency, page 29
h matched filter reference function, page 30
I pixel value, page 31
K LFM ramp-rate, page 29
k wavenumber, page 34
n slow-time pulse index (usually used as a subscript), page 30
r slant-range distance (usually one-way), page 11
r
′

range to scattering-cell phase-center, page 101
r0 range at the point of closest approach
∆r residual range, page 37
R() range-compressed impulse response, page 35
Rx azimuth resolution, page 79
Ry ground-range resolution, page 35
Ry,slant slant-range resolution, page 35
T pulse period, page 30
t fast-time
t̃ fast-time parameterizing matched filter, page 30
x̂, ŷ, ẑ azimuth, range, and elevation dimensions, respectively, page 11
x̄, ȳ, z̄ mean range-to-target, page 37
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Index

along-track, 11
autofocus, 65, 145
azimuth, 11
azimuth compression, 17

backprojection, 32
advantages, 25
derivation, 29
sensitivity, 40
simplification, 33

Bakhshali approximation, 39
bistatic, 12

coherent, 9
continuous wave, 16
correlation, 73

dechirping, 17
digital elevation map, 44
discrete targets, 12
distributed targets, 13

elevation, 11

fast-time, 14

ground-plane, 10
ground-range, 11
ground-range resolution, 91

hyperbolic range, 36

inertial measurement unit, 51, 64
interferometry, 97

backprojection, 104
traditional, 105

interpolation, 60

layover, 14
linear frequency modulation, 15

MIMO, 69
monostatic, 12

multistatic, 12

narrow beam, 40

phase
center, 31, 44
error, 36
nominal, 36
propagation, 30
residual, 33, 36

pixel, 31, 73
point of closest approach, 11
PPMCC, 73
pulse repetition frequency, 14

range
cell migration, 66
residual, 34

range compression, 162
range-Doppler algorithm, 15, 32
range-to-target, 12
residual phase, see phase residual

scattering-cell, 13, 31, 73
secondary range compression, 67
signal-to-noise ratio, 10
slant-range resolution, 91
slow-time, 11, 14
spotlight, 10
squint, 12, 59
stripmap, 10

voxel, 89
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