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ABSTRACT

A FIELD-WISE WIND RETRIEVAL ALGORITHM FOR SEAWINDS

Stephen L. Richards

Department of Electrical and Computer Engineering

Master of Science

In the spring of 1999 NASA will launch the scatterometer SeaWinds, beginning

a 3 year mission to measure the ocean winds. SeaWinds is di�erent from previous

spaceborne scatterometers in that it employs a rotating pencil-beam antenna as op-

posed to �xed fan-beam antennas. The scanning beam provides greater coverage but

causes the wind retrieval accuracy to vary across the swath. This thesis develops a

�eld-wise wind retrieval algorithm to improve the overall wind retrieval accuracy for

use with SeaWinds data.

In order to test the �eld-wise wind retrieval algorithm, methods for simulating

wind �elds are developed. A realistic approach interpolates the NASA Scatterometer

(NSCAT) estimates to �ll a SeaWinds swath using optimal interpolation along with

linear wind �eld models.

The two stages of the �eld-wise wind retrieval algorithm are �eld-wise estima-

tion and �eld-wise ambiguity selection. Field-wise estimation is implemented using a

22 parameter Karhunen-Loeve (KL) wind �eld model in conjunction with a maximum

likelihood objective function. An augmented multi-start global optimization is devel-

oped which uses information from the point-wise estimates to aid in a global search of



the objective function. The local minima in the objective function are located using

the augmented multi-start search techniques and are stored as �eld-wise ambiguities

The ambiguity selection algorithm uses a �eld-wise median �lter to select the

�eld-wise ambiguity closest to the true wind in each region. Point-wise nudging is

used to further improve the �eld-wise estimate using information from the point-wise

estimates. Combined, these two techniques select a good estimate of the wind 95%

of the time.

The overall performance of the �eld-wise wind retrieval algorithm is compared

with the performance of the current point-wise techniques. Field-wise estimation

techniques are shown to be potentially better than point-wise techniques. The �eld-

wise estimates are also shown to be very useful tools in point-wise ambiguity selection

since 95.8%-96.6% of the point-wise estimates closest to the �eld-wise estimates are

the correct aliases.
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Chapter 1

Introduction

In late spring 1999, NASA is scheduled to launch the �rst of a new generation

of scatterometers called SeaWinds [1]. This marks the beginning of a 3 year mission to

measure the near-surface ocean winds using the SeaWinds scatterometer. SeaWinds

is the �rst operational spaceborne scatterometer to employ a scanning pencil-beam

antenna. The pencil-beam design has many advantages but also o�ers unique chal-

lenges in estimating ocean winds. As a result of the new measurement geometry,

current wind retrieval techniques may not be adequate and consequently improved

methods for estimating the oceans winds are needed.

1.1 Motivation

Nearly 70% of the Earth's surface is covered by oceans. As a result, accurate

ocean wind data is mandatory in better understanding the Earth's global climate.

Unfortunately, this data is very hard to obtain. Currently, ships are used to measure

the ocean winds but these measurements have poor global coverage and are prone

to error. Ocean buoys have also been used to measure winds but are few in number

and the resulting data is too sparse to be of use in studying global phenomena [2].

An alternative approach uses spaceborne radar systems which measure the roughness

of the ocean. From these measurements we can indirectly infer the wind speed and

direction. These systems are very valuable because they are una�ected by cloud cover

and can provide global coverage in a matter of days.

The �rst extended test of spaceborne wind retrieval occured in 1978 when

the scatterometer SASS was launched aboard the remote sensing satellite Seasat.

1



Unfortunately, there was a power failure 90 days into the mission; however, enough

data was gathered to verify that ocean winds can be estimated using spaceborne

radar data. In 1991 and 1995 the European Space Agency sponsored two remote

sensing satellites which included scatterometers. The most recent scatterometer is the

NASA Scatterometer (NSCAT) which went into space aboard the Japanese spacecraft

ADEOS [2]. During its mission NSCAT supplied meteorological researchers with

unprecedented amounts of ocean wind data. Tragically the NSCAT mission was cut

short when the solar panel of the ADEOS spacecraft broke nine months into the

mission.

As a replacement for NSCAT, the Jet Propulsion Laboratory (JPL) has de-

signed and built a new scatterometer, SeaWinds. Unlike the previous scatterome-

ters, which have employed �xed fan-beam antennas to measure the Earth's scattering

properties, SeaWinds uses a rotating parabolic dish to scan the surface. The scan-

ning pencil-beam has the advantages of being more compact and having a greater

coverage area. However, as a result of the scanning beam the measurement geometry

varies across the swath [1]. This can have adverse e�ects on the accuracy of wind

estimation. For this reason, new wind estimation algorithms must be developed to

improve the overall accuracy of SeaWinds ocean wind estimates.

1.2 Contributions

The purpose of this thesis is to develop a �eld-wise wind retrieval algorithm

for SeaWinds. Field-wise wind retrieval uses the satellite �o measurements along with

linear wind �eld models to estimate the wind on a �eld-wise scale. Outlined below

are the contributions made to the �eld of scatterometer-based wind retrieval by this

thesis.

The �rst contribution is a method for simulating the SeaWinds data sets which

are later used to evaluate the algorithm performance. The most realistic form of

simulated wind is found by interpolating NSCAT wind estimates. NSCAT winds

o�er realistic wind features but cover a smaller swath and contain missing data points

within the swath due to calibration cycles and gridding errors. In order to map the

2



wind to the larger SeaWinds swath the wind must be interpolated. For this purpose,

an optimal interpolation technique is developed using the autocorrelation of the wind

and model �t to the data. Using this interpolation two di�erent forms of simulated

wind are created.

The next contribution is the extension and optimization of �eld-wise estima-

tion [3] to the SeaWinds geometry. The linear wind �eld models used in [3] are

enlarged to cover a 24� 24 wind vector cell area. For these large models, the maxi-

mum likelihood objective function is shown to the best estimator for SeaWinds wind

estimates and the augmented multi-start search is shown to provide the best method

for searching the objective function. The wind �eld model providing the best trade-

o� between modeling accuracy and computational complexity for use in �eld-wise

estimation is shown to the be the 22 parameter Karhunen-Loeve (KL) model.

A new �eld-wise ambiguity selection algorithm is developed to select the wind

�eld that corresponds to the true winds. To do this a �eld-wise median �lter, modeled

after the point-wise median �lter, is developed. A point-wise nudging technique which

uses information in the point-wise estimates is also developed to further improve the

results of the �eld-wise median �lter. The point-wise estimates are generated using

the same point-wise estimation used for NSCAT. Based on a test case of 1060 wind

�eld regions, the ambiguity selection algorithm has a selection accuracy of 95%.

Lastly, the �eld-wise estimation algorithm and the �eld-wise ambiguity selec-

tion algorithm are combined to form an end-to-end wind estimation algorithm, the

performance of which is shown to be potentially superior to the current point-wise

wind retrieval methods. The accuracy of the �eld-wise estimates is a function of the

simulated wind variability and the performance of the ambiguity selection step. The

�eld-wise estimates are also shown to be a good point-wise ambiguity selection tool.

Using interpolated NSCAT winds, 95.8% of the point-wise estimates closest to the

�eld-wise estimates are the correct ambiguities. This percentage increases to 96.6%

for modeled NSCAT winds.
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1.3 Overview

This thesis is organized as follows. Chapter 2 provides a background for ocean

wind estimation, describing the relationship between scatterometer measurements

and the wind speed and direction. The di�erences between point-wise estimation and

�eld-wise estimation are discussed and methods for implementing each type of wind

estimation are described.

Chapter 4 describes in detail the �eld-wise estimation process for SeaWinds

data. Here di�erent estimation techniques are explored and the optimal methods

are determined. The result of the wind estimation process is a set of possible wind

estimates for each region of wind vector cells.

Chapter 5 develops an ambiguity selection algorithm for selecting the closest

estimate from the set of possible wind �elds in each region. This method uses a

�eld-wise median �lter in conjunction with a point-wise nudging process to select the

aliases closest to the true wind.

Chapter 6 describes the end-to-end �eld-wise wind retrieval algorithm devel-

oped using the results of Chapter 4 and Chapter 5 and tests it on several simulated

data sets. The results are then compared to the point-wise results.

Chapter 7 contains a �nal summary and conclusions along with suggestions

for future work.
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Chapter 2

Background

This chapter provides a brief tutorial on the fundamental principles behind

scatterometry and current wind retrieval methods. First, a description of the class of

radars known as scatterometers is given. Next, the relationship between the measure-

ments taken by scatterometers (�o) and the wind speed and direction is discussed.

The current methods used in estimating the wind speed and direction from scatterom-

eter �o measurements for both the point-wise and �eld-wise cases are given. Finally,

a brief overview of NASA's new instrument, SeaWinds, is given, considering both its

strengths and weaknesses as they relate to wind retrieval.

2.1 Scatterometry

Remotely measuring the near-surface ocean winds requires a class of instru-

ments known as scatterometers. A scatterometer is de�ned as a \radar that measures

the scattering or re
ective properties of surfaces and/or volumes" [4]. Speci�cally, the

scattering property measured is the normalized radar cross section, given the symbol

�o. Figure 2.1 shows a typical system geometry for a scatterometer. The antenna

transmits a radar signal at an incidence angle, �, to the surface. The amount of

backscattered power is a function of the roughness of the surface. The more rough

the surface, the more power that is scattered back to the antenna. The relationship

between the the power transmitted, Pt, the power received, Pr, and �o is given by

the radar equation [4]

�o =
(4�)3R4LPr

PtG2�2Aeff

; (2.1)
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θ

Figure 2.1: A scatterometer transmits a radar beam incident to the surface at an angle
�. The amount of radiation re
ected back to the antenna is related to the roughness
of the surface

where R is the range to the surface, L is the system loss, G is the gain of the antenna,

� is the wavelength and Aeff is the e�ective area of the antenna. From this equation it

is apparent that the value of �o is essentially the ratio of the power returned (adjusted

for spreading loss) and the power transmitted. While not explicitly given it is also

important to note that �o varies with �.

2.2 The Relationship Between Wind and �0

For �o to be of value in estimating the surface wind speeds and directions

there must be a well de�ned relationship between the two. This relationship was �rst

noticed during World War II when scanning radars were �rst placed on naval ships

and the radar operators noticed that the amount of sea clutter was a function of the

wind speed [5]. After the war scientists working for the Naval Research Lab and at

Kansas University began to study in detail the e�ect of near-surface winds on �o.

The result of this research has been the development of the geophysical model

function (GMF) which relates the wind to values of �o. The GMF is an empirical

nonlinear model usually designated as

�o =M(U; �; �; f; pol): (2.2)
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Thus, �o is a function of wind speed, U , relative direction, � (the angle between

the wind direction and the look direction of the scatterometer), instrument incidence

angle, �, frequency, f , and polarization (either vertical or horizontal). While many

other factors e�ect the relationship between wind and �o such as ocean salinity, tem-

perature, atmospheric absorption etc., these factors are not well understood. Hence

they are ignored and any resulting inaccuracies are treated as geophysical modeling

noise.

Figure 2.2 shows two plots of �o as a function of wind direction for wind speeds

of 5, 10 and 15 m/s. The plot on the left is for a vertically polarized radar while the

plot on the right is the result of a horizontally polarized radar. In these two plots

the cos(2�) nature of the GMF is very evident. This general structure of the GMF

is due to the symmetry of the wind driven waves. Figure 2.3 illustrates a simplistic

model of ocean waves. As the wind blows, ridges form perpendicular to the wind

direction. For a scatterometer looking head on into these waves the returned power

is greater than for the case where the instrument is rotated 90� and looking down the

trough. Thus, there is a high value of �o at a relative azimuth of 0� and a minimum

at 90�. Because the waves are nearly symmetrical this pattern is repeated for relative

azimuths of 180� and 270�, though the peak at 180� is slightly smaller.

Over the years several di�erent model functions have been developed as this

relationship has become better understood through experimentation. The most recent

Ku-band GMF to be developed, the one currently in use, is the NSCAT2 model

function [6].

2.3 Estimating the Wind

Wind retrieval or wind estimation is the process of inverting the geophysical

model function to determine the wind speed and direction that caused the measured

value of �o. From Figure 2.4 it is evident that there are an in�nite number of possible

winds that could have generated this value of �o. To determine the correct wind,

multiple measurements must be taken at di�erent relative azimuth angles and the

point of intersection is at the true wind speed and direction (see Figure 2.5).
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Figure 2.2: Plots of the geophysical model function (GMF). The plot on the left is
the GMF for a vertically polarized radar beam while the plot on the right is for a
horizontally polarized beam. These two plots illustrate the cos(2�) nature of the GMF
which is due to the near symmetry of the ocean waves.

Figure 2.3: Idealized waves formed by wind blowing across the surface of the ocean.

Wind estimation as described above would be easy to implement if the mea-

sured values of �o were noiseless. However, the noise associated with measuring

�o blurs the GMF curves creating several possible intersections between the di�erent

measurements as in Figure 2.6. Wind estimation is thus an ill-posed problem, mean-

ing that the mapping from �o to wind is a many-to-one mapping. Statistical tools

must be used to choose the most probable wind from the set of choices. The possible

wind vectors are known as ambiguities or aliases and there can be anywhere from 2

to 6 ambiguities for each wind vector cell. The noise model used to estimate the noise

in �o is described in greater detail below [7].
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Figure 2.4: For a single measurement of �o there are an in�nite number of combi-
nations of wind speeds and directions that could correspond to �o. This ambiguity
requires multiple measurement to be take in order estimate the wind. This �o was
obtained using � = 40� and vertical polarization.

2.3.1 Noise Model

Figure 2.7 shows the true wind passed through the geophysical model function

to generate the estimate �om. The observed �oT values vary from the ideal because of

inaccuracies in the GMF and this variation is treated as a zero mean Gaussian noise

distribution with the variance determined by KPM as follows

�om =M� (1 +KPM�1); (2.3)

with M representing the GMF estimate of �o (note that the explicit reference to �,

U, � and so forth, have been dropped), and � is a zero mean unit variance random

variable. Communication noise is added when the observed �oT is measured by the

instrument. This noise is better understood and is a zero mean Gaussian distribution.

The normalized standard deviation of the noise is denoted KPC and is computed

using the noise parameters �; � and 
, which are estimated when the measurements
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Figure 2.5: Using multiple measurements the true wind speed and direction can be
found using the intersection of the curves resulting from each measurement. Here the
true wind is 11 m/s at 150�.

are taken. Using these parameters,

K2
PC = � +

�

�oT
+




�oT
2 : (2.4)

The �nal variance for the noise using both KPM and KPC is

&2 = �M2 + (1 +K2
PM)(�M+ 
); (2.5)

where

� = � +K2
PM + �K2

PM : (2.6)

While KPM e�ects the measurements and consequently our estimate of the wind, it

is not well understood [8]. As a result, the simulations performed in this thesis treat

KPM as negligible and set it to zero. Thus, measurement variance is

&2 = �M2 + �M+ 
: (2.7)
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Figure 2.6: With noise added there are now several possible intersections between the
curves. This results in several possible wind aliases or ambiguities.

Due to noise, all forms of wind retrieval have two fundamental steps. The �rst

step is wind estimation which calculates all the aliases for a given location. Once

the aliases are generated an ambiguity removal step is required to estimate which

ambiguity corresponds to the correct wind speed and direction.

There are also two di�erent approaches to wind estimation. Point-wise estima-

tion is the oldest method and is based on determining the wind at a single wind vector

cell independent of the �o measurements in adjacent cells. More recently methods

have been developed to perform �eld-wise estimation which assumes a correlation be-

tween each wind vector in a region or �eld of cells. The wind is then estimated for the

entire �eld. Both of these estimation methods have their strengths and weaknesses

as discussed below.
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Figure 2.7: A near-surface ocean wind roughens the water resulting in a value of
�o predicted by the GMF and denoted, �om. This value of �o varies from the actual
observed �o, denoted �oT , by a Gaussian distribution with zero mean and standard
deviation of KPM . The measured �o is further distorted by communication noise
which is again modeled as a Gaussian zero-mean distribution with standard deviation
of KPC. Thus the �nal measurement, z, is a noisy version of the wind generated �o.

2.3.2 Point-Wise Estimation

As mentioned, point-wise estimation is based on calculating the wind for a

single cell independent of the surrounding cells. The wind estimation step for point-

wise retrieval is based on the maximum likelihood estimate where

ŵ = argmax
w

pz(zjw): (2.8)

To formulate the conditional probability, pz; (zjw) we refer back to the noise model

for the measurements, z. From this model z is de�ned as a deterministic signal, �om

with additive Gaussian noise of variance &2 de�ned in Eq. 2.5. Thus for a single

measurement

pz(zjw) = 1

&z
p
2�

exp

��(z �M)2

2&2z

�
; (2.9)

where w = [U; �] and M is shorthand for M(U; �; �; f; pol). As mentioned before,

multiple measurements must be used to uniquely de�ne a wind vector. Using z =

[z1; z2 : : : zK ] and assuming the noise from each of the measurements is independent

the the joint probability becomes

pz(zjw) =
KY
k=1

1

&zk
p
2�

exp

��(zk �Mk)
2

2&2zk

�
: (2.10)
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Here pz(zjw) is simply the product of Gaussian distributions with a mean of Mk,

and variance, &2
zk
. K is the number of measurements taken in each wind vector cell.

In practice this objective function is implemented by minimizing the negative log-

likelihood values.

The problem of ambiguities arises while optimizing the objective function,

pz(zjw). As a result of noise, the relative amplitude of each local minimum of the

objective function yields very little information. Therefore, instead of choosing the

global minimum to represent the true wind, each local minimum is selected as a

possible alias. The aliases are then sorted according to objective function value and

saved until one is chosen to represent the true wind during the ambiguity removal

step. It is also worth noting that it is common practice to refer to each alias by its

rank, with the �rst alias corresponding to the highest objective function value, the

second alias corresponding to the next highest value and so on.

Figure 2.8 illustrates the point-wise objective function. The objective function

values are plotted versus the u and v rectangular components of the wind. Note that

the minima lie in a circle of constant radius. One of the valuable aspects of the

point-wise estimate is that the speeds for all the aliases are generally close to the true

speed, the ambiguity is in determining the direction of the wind. This point-wise

speed accuracy is exploited in subsequent chapters.

The �nal step in point-wise wind retrieval is ambiguity removal. The purpose

of ambiguity removal is to select the most likely alias from the set of aliases generated

during the estimation step. Ambiguity removal can be thought of as putting a puzzle

together with each alias in each cell being a possible piece of the puzzle. The goal is

to choose the aliases so that the �nal wind �eld best matches the true wind �eld. The

tool used by JPL in processing scatterometer data is median �lter based ambiguity

removal [9]. This median �lter is based on the principle of choosing the wind alias

that minimizes the error between it and the wind vectors in a window surrounding it.

The implementation of the median �lter for a 7� 7 wind vector cell window centered

13



−100

0

100

200

300

400

500

600

700

−15 −10 −5 0 5 10 15
−15

−10

−5

0

5

10

15

U Component

V
 C

om
po

ne
nt

Figure 2.8: An example of the point-wise objective function. Note that the minima lie
in circle of constant speed, the wind ambiguity is primarily in the direction.

14



at (i; j) is

n̂ = argmin
n

i+3X
m=i�3

j+3X
m=j�3

jjwn
ij � Umnjj (2.11)

where Umn are the surrounding wind vectors and the resulting selected wind alias is

wn̂
ij. This method takes advantage of the fact that the wind is correlated from one

cell to the next and the di�erence in wind direction from cell to cell should be quite

small.

To implement the median �lter on a wind �eld the �eld must �rst be initialized.

Most often the wind �eld is initialized to all the �rst aliases since the �rst alias is

most likely the correct one. Once the �eld is initialized, a median �lter is run for

each cell in the �eld and the number of vectors that change is recorded. This process

is then iterated until either no vectors change or a very small number of them do,

ensuring that the chosen ambiguities form the best �tting wind �eld.

Point-wise wind retrieval is good for several reasons. First, the point-wise

estimates are very accurate. There is almost always an alias that is close to the true

wind. Perhaps one of the greatest advantages of point wise retrieval is that it is not

computationally intensive, meaning that algorithms and software can process data

very quickly. The single biggest shortcoming of point-wise retrieval is the ambiguity

removal step. The median �lter approach is only successful if a signi�cant majority

of the initial aliases correspond to the true wind [10].

2.3.3 Field-Wise Estimation

Field-wise wind retrieval is similar to point-wise retrieval in many ways but is

done on a much larger scale. Instead of calculating the wind for a single location at

a time, wind �eld estimates are generated for an entire region. This approach takes

advantage of the fact that there is some correlation in the wind from cell to cell within

the region.

To take advantage of the correlation, wind �eld models are employed. For this

reason, �eld-wise estimation is also referred to as model-based estimation. Linear

wind �eld models were �rst developed by Long [11] and have since been extended by
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Oliphant [7]. These linear wind �eld models are of the form

W = FX (2.12)

where,W , is the wind �eld vector, F , is the model matrix andX is the vector of model

parameters. To form the wind vector aM�N wind �eld is converted into rectangular

coordinates u, v from the polar coordinates U , �c (�c is the wind direction converted

from the oceanographic convention, which is relative to north, to the conventional

coordinates which is relative to the satellite sub-track). The u component points in

the cross-track direction and v points in the along-track direction and are de�ned

below:

u = U cos(�c); (2.13)

v = U sin(�c): (2.14)

The 2MN long wind vector is now de�ned as

W =

2
4 U

V

3
5 (2.15)

where U and V are MN length column scanned vectors of u and v from the M �N

region.

Several di�erent wind �eld models have been developed, each based on di�erent

principles. The �rst models developed was the Parameterized Boundary Conditions

(PBC) model based on physical properties of the wind, such as curl and divergence

[11]. Other model have been made based on Fourier and Legendre polynomials [7].

The model used in this paper is the Karhunen-Loeve (KL) model originally used by

Oliphant [7]. The KL model is a data driven model formed by taking the eigenvec-

tors of the autocorrelation of the wind. The autocorrelation matrix of the wind is

approximated using the sample average of the wind for L di�erent regions:

R = E[WW T ]; (2.16)

� 1

L

LX
n=1

WnW
T
n : (2.17)
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The KL model is then formed using an eigenvalue decomposition with

RF = F�: (2.18)

The columns of F are the eigenvectors of R and are ordered to correspond with the

eigenvalues which are sorted in descending order. This assures that the basis vectors

are sorted to minimize the basis restriction error when truncating the model.

The KL model has become the model of choice for several reasons. The �rst

reason is that the basis vectors of the KL model are orthonormal. This is important

because each model parameter is independent of the others. Probably the most im-

portant reason is that the KL model is optimal in terms of minimizing basis restriction

error. This means that in truncating the model the maximum energy is contained in

the retained basis vectors [12]. For the KL model each column is a basis vector and

corresponds to a basis wind �eld. Figures 2.9 and 2.10 illustrate the �rst 12 basis

�elds of a 24� 24 KL model. The �rst two basis �elds are the mean wind �elds and

the others display curl and divergence �elds. Combined, the full set of basis �elds

can represent any wind �eld.

Using wind �eld models, the wind is estimated for aM�N region in a fashion

similar to the point-wise case. That is, an objective function based on the wind �eld

and the �o measurements over that �eld is optimized. Again, this is typically done

using a maximum likelihood estimator. Thus, the estimated wind �eld is

Ŵ = argmax
W

pZ(ZjW ): (2.19)

To reduce dimensionality a truncated model is used. Once the model parameters are

estimated the wind �eld is reconstructed. The estimator then becomes

X̂ = argmax
X

pZ(ZjFX): (2.20)

The conditional probability, pZ(ZjFX), is formed as a product of Gaussian distribu-

tions similar to the conditional for the point-wise case with the addition of multiplying

over all the cells in the region. The conditional is computed as

pZ(ZjFX) =
MNY
l=1

K(l)Y
k=1

1

&zk;l
p
2�

exp

"
�(zk;l �Mk;l)

2

2&2zk;l

#
; (2.21)

Mk;l = M(Uk;l; �k;l; �k;l; fk;l; polk;l):
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Figure 2.9: The �rst six KL basis wind �elds for a 24� 24 region. Note that the �rst
two wind �elds determine the mean wind 
ow and every additional �eld adds more
high frequency components. Model-based wind �elds are simply linear combinations
of these wind �elds.
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Figure 2.10: The seventh through twelfth KL basis wind �elds for a 24 � 24 region.
These �elds have more high frequency content than the previous six wind �elds.
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In the above equation the connection to FX is not explicitly given, but Uk;l and �k;l

are the result of FX.

Like point-wise wind retrieval, the amplitude of the local extrema in the ob-

jective function can be misleading due to noise in the measurements and consequently

all the minima must be calculated and retained. This creates �eld-wise ambiguities,

which are entire wind �elds that could correspond to the true wind. Figure 2.11 shows

a wind �eld and the �rst three resulting �eld-wise aliases.

The primary advantage of �eld-wise estimation is that there are fewer �eld-

wise ambiguities than there are possible combinations of point-wise ambiguities which

should help to simplify the ambiguity selection step. Spatial overlap of the �eld can

also be used to simplify ambiguity selection. One drawback to �eld-wise estimation

is that it is very computationally intensive. Determining minima in the objective

function requires a search through an NX dimensional space where NX is the length

of the wind �eld parameter vector. For largeNX it is practically impossible to perform

an exhaustive search on the objective function. For this reason, the ability to truncate

the KL model with minimum basis restriction error adds to our ability to reduce the

parameter vector size while only adding a small modeling error.

2.4 The Instrument: SeaWinds

The single biggest factor in determining the accuracy with which winds are

retrieved is the design of the instrument measuring �o. Over the last several years

NASA has developed several spaceborne scatterometers that have had great success.

In the spring of 1999 the launch of a new generation of scatterometers is planned with

SeaWinds going into space aboard the satellite Quikscat. The design of SeaWinds

incorporates several new innovations which make it signi�cantly di�erent from past

scatterometers. The most signi�cant change is that SeaWinds uses a scanning pencil-

beam antenna rather than �xed, fan beam antennas. This change has several e�ects

on wind retrieval performance which are discussed in greater detail in this section.

Figure 2.12 shows the satellite geometry for SeaWinds. The two antenna

beams are also shown in this �gure. The outer beam is vertically polarized while
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Figure 2.11: The top left plot is a plot of the true wind and the remaining three plots
are the �rst three �eld-wise aliases corresponding to this wind �eld. It appears that
the �rst alias is the correct alias.
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Figure 2.12: The spacecraft and antenna geometries for SeaWinds on Quickscat.

the inner beam is horizontally polarized. As the spacecraft 
ies over the earth the

antenna dish rotates causing the beams to trace a helical pattern on the ground. The

end e�ect is two continuous swaths of data, one from the inner beam and another from

the outer beam. This rotating pencil-beam con�guration o�ers many advantages over

the �xed beams. One of these advantage is increased coverage area. The width of

the swath created by the outer beam is 1800 km [1]. This is a 50% increase over the

two 600 km swaths covered by NSCAT, NASA's previous scatterometer [2]. Greater

swath width results in more rapid global coverage.

While a scanning beam allows for greater coverage there are also some distinct

disadvantages when using it for wind retrieval. As mentioned before, previous space-

borne scatterometers have �xed antenna beams to measure �o. The angles of these

beams are optimized to ensure the best wind retrieval possible. For example, NSCAT

has four �xed beams on each side which provided the di�erent �o measurements over

a range of 90� in azimuth. Three beams are vertically polarized and the forth is
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Figure 2.13: A top view of the SeaWinds swath showing the two overlapping swaths
from the inner and outer beam.

horizontally polarized. Thus, for each cell there are at least four measurements with

a minimum of 20� azimuth separation between them. As explained in section 2.3

(Figure 2.5), measurements must be taken at a variety of azimuth angles is necessary

to pinpoint the true wind speed and direction.

Using a scanning beam, however, the azimuth separation between measure-

ments varies across the swath. To illustrate this Figure 2.13 shows the two overlapping

SeaWinds swaths. On the outer edges of the swath the measurements are only verti-

cally polarized because the inner beam is smaller in circumference. More importantly

the measurements in this area can only be taken when the antenna is pointing nearly

perpendicular to the direction of travel. This means that all the �o values taken near

the edges of the swath are close to 90� for the right hand side and 270� for the left

hand side. This o�ers very little azimuth variation in the measurements making wind

retrieval much more di�cult.
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A similar problem occurs in the very middle of the swath. Now the measure-

ments are both vertically and horizontally polarized, but they can only be taken at

0� and 180�. Because of the symmetry in the GMF, measurements taken 180� apart

are nearly identical and hence wind retrieval is poor in the sub-nadir region of the

swath. Figure 2.14 shows two sets of measurements, one taken from the edge of the

swath and the other from the center of the swath. In these two plots we see that

the curves nearly line up for all speeds and directions. With noise added it is almost

impossible to distinguish the true wind speed and direction. As a result of the vary-

ing geometries our ability to correctly estimate the wind also varies across the swath.

This is best illustrated in Figure 2.15 which plots the RMS vector error between the

closest point-wise alias and the true wind as a function of the distance across the

swath. In this plot we see that the error is very high at the edges and in the middle

of the swath. It is equally important to note that wind retrieval is quite good in the

two regions on either side of the center. This portion of the swath is often referred to

as the \sweet spot".

Unless a way is found to improve the wind retrieval in the low skill areas the

size of the SeaWinds swath could be e�ectively limited to the size of the sweet spots

(about the same size as an NSCAT swath). The primary purpose of this thesis is to

combine model-based estimation with the current point-wise estimation techniques to

create improved accuracy across the entire swath. With the use of model-based wind

retrieval, the highly reliable wind estimates from the sweet spot can be extended to

the sub-nadir and exterior parts of the swath, improving the overall wind retrieval.
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Figure 2.14: The plot on the left shows the intersection of the GMF for several verti-
cally polarized �o with little di�erence in the azimuth angles for each. The plot on the
right shows the intersections for a cell in the very center (nadir region) of the swath.
The measurements were take at azimuth angles of 0� and 180� with using a vertical
and horizontal beam for each angle. In both cases the true wind is 11 m/s at 150�.
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The edges and the middle regions exhibit very poor wind retrieval accuracy.
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Chapter 3

Simulating Winds Fields

3.1 Motivation

Before a �eld-wise wind retrieval algorithm can be built and tested, a method

of simulating the SeaWinds data sets must be developed. The ability to simulate

realistic winds plays a critical role in later evaluation of the �eld-wise wind retrieval

algorithm. This chapter describes and evaluates three di�erent methods for simulating

wind �elds. The �rst method is based on matching the power spectral density (PSD)

of the simulated wind to the theoretical PSD of surface ocean winds. The second

method uses wind �eld models to interpolate the gaps in NSCAT estimates of the

wind to �ll a SeaWinds swath. The third method uses wind �eld models to model the

interpolated NSCAT winds, creating a low-pass version of the NSCAT data. Finally,

the PSDs of winds generated using each of these methods are compared.

3.2 Synthesized Wind Fields

The �rst proposed method for simulating wind is to generate a wind �eld based

on a model for the PSD. Using data from the Seasat scatterometer, [13] showed that

the PSD of surface mesoscale ocean winds follows a power law of k�2, where k is the

wavenumber. Using this fact, randomly generated simulated wind �elds are created

using a �eld of Gaussian white noise, w(m;n), �ltered so the spectrum falls o� at the

rate k�2. The �lter is implemented using the following convolution:

u(m;n) =
1X

k=�1

1X
l=�1

h(m� k; n� l)w(m;n); (3.1)
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where

h(m;n) =
1

4�2

Z 1

�1

Z 1

�1

�q
k21 + k22

��2

ej(mk1+nk2)dk1dk2: (3.2)

In short, the inverse transform of a radially symmetric surface with a k�2 fallo� is

convolved with a �eld of Gaussian white noise. To create a wind �eld, the u and v

components are generated independently and combined to form the wind speed and

direction.

A single realization of wind generated using this method is displayed in Figure

3.1. In this �gure the wind exhibits a fairly realistic 
ow and the variability between

each individual vector seems consistent with other visually inspected estimates of the

surface winds. The primary problem with such wind �elds is that they lack common

phenomenological features, such as storm fronts and cyclones. Unfortunately, these

features are important because they have historically been the hardest to estimate

using �eld-wise estimation [3].

3.3 Interpolated NSCAT Winds

While the previous technique uses synthetic wind �elds, better, more realistic

winds can be obtained using real data. However, there is a very limited set of possible

sources of which NSCAT is the best. As mentioned, the SeaWinds data di�ers from

NSCAT data in that there is no nadir gap and the swath is wider. Two fundamental

problems arise in attempting to convert NSCAT data to simulated SeaWinds data.

The �rst is that there are many missing data points in the NSCAT swath due to

calibration cycles of the instruments and �o collocation errors. These missing data

points must �rst be interpolated from the existing data. The other problem is due to

the fact that NSCAT has a smaller coverage area than SeaWinds. In order to make

the NSCAT data conform to the SeaWinds swath, data in the NSCAT nadir gap and

on the outer edges must be extrapolated from the two NSCAT swaths. It should also

be noted that the fundamental limitation of NSCAT data is the noise resulting from

measurement noise and ambiguity removal errors in processing the data. These two
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Figure 3.1: Simulated winds generated using �ltered Gaussian noise.
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factors combine to make the NSCAT derived winds more variable than the underlying

true wind �elds.

In order to best interpolate and extrapolate the NSCAT data an optimal inter-

polation method is developed. Over the years several optimal interpolators have been

introduced for multi-dimensional data [14], [15]. This section proposes to interpolate

the wind using the autocorrelation of the wind and a weighted model �t to the data.

3.3.1 Weighted MAP Least Squares Estimates

The �rst step in interpolating the NSCAT data is applying the wind �eld

models, particularly the KL model, to the �eld so that an accurate estimate of the

missing data can be obtained. Figure 3.2 shows a region of NSCAT winds with missing

wind vectors resulting from the calibration cycle of the instrument and gridding errors

in collocating �o. Next to this region of wind is a plot of the least-squares model �t,

Wm, to the NSCAT wind �eld. This model-based estimate of the original wind �eld,

Wt, is generated using a pseudoinverse of F in the following manner:

Xm = F yWt; (3.3)

Wm = FXm: (3.4)

A model �t to the wind �eld is used to supply information in the areas where there is

missing data. For example, the vectors in the modeled wind corresponding to the cells

where there is no data in the NSCAT wind can be taken and inserted in the NSCAT

�eld, thus �lling in the gaps. A closer look at the modeled wind in Figure 3.2 also

yields some important information about the nature of the pseudoinverse. Because the

pseudoinverse is a least squares �t, it attempts to model the gaps. Since the model is

truncated it cannot force the wind vector cells to zero but they are somewhat smaller

than the surrounding winds. To correct this a weighted least squares �t is applied

which only weights the cells with valid wind vectors. The formulation for the weighted

inverse is as follows [16]:

X̂ = (F TS�1F )�1F TS�1Wt: (3.5)
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Figure 3.2: NSCAT winds and a least-squares model �t to the wind.

For an M � N region, S is a 2MN � 2MN diagonal matrix with the elements of

the diagonal, sn+n(m�1), equal to the weighting for the (m;n)th element of the wind

�eld. The diagonal elements of S are weighted heavily for cells with no data and set

to a small number for cells with data. Figure 3.3 shows the same region as Figure

3.2, now the KL model has been �t to the data using the weighted least squares �t.

Using this �t the wind vectors corresponding to the missing cells look much more

realistic. Finally, Figure 3.4 illustrates the interpolated NSCAT region with modeled

wind inserted into the cells with no data.

The weighted inverse works well for interpolating regions where the gaps are

small and completely surrounded by wind. However, for extrapolation of larger spaces,

such as the nadir gap between the two NSCAT swaths, the estimate gets unwieldy

in the middle where there are large areas without data. To correct for this a MAP

�t can be used to ensure that the model �t to the data is also realistic. The MAP

estimate for model based wind retrieval was �rst derived by Brown as follows [17]:

JMAP (X) = fW jX(W jX)fX(X); (3.6)

X̂ = argmax
X

JMAP (X); (3.7)
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Figure 3.3: NSCAT winds and a weighted least-squares model �t to the wind.

where

fW jX(W jX) =
1

(2�)
N
2

exp�1

2
(W � FX)T (W � FX); (3.8)

fX(X) =
1

(2�)
N
2 jRW j 12

exp

�
�1

2
XTF yR�1

W FX

�
: (3.9)

A Gaussian model with wind autocorrelation matrix RW is chosen for fX(X) because

it imposes the least restrictive a priori conditions on the wind estimate.

By eliminating the constants and taking the log of each side of the provided

MAP estimate, X̂ is reduced to

X̂ = argmin
X
�1

2
(W � FX)T (W � FX)� 1

2
XTF yR�1

W FX: (3.10)

Because the KL model is orthonormal, F y = F T . Using this simpli�cation, X̂ is found

by taking the derivative of the above equation and setting it to zero. Expanding the

log of JMAP :

JMAP = �1

2
(W TW �W TFX �XTF TW +XTF TFX)� 1

2
(XTF TR�1

W FX);(3.11)
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Figure 3.4: Interpolated NSCAT data.

then taking the derivative,

dJMAP

dX
= �1

2
(�F TW � F TW + 2F TFX)� 1

2
(2F TR�1

W FX) = 0; (3.12)

= F TW � F TFX � F TR�1
W FX = 0; (3.13)

F TW = (F TF + F TR�1
W F )X; (3.14)

X̂ = (F TF + F TR�1
W F )�1F TW: (3.15)

This �nal form is nearly identical to the least squares pseudoinverse with the addition

of the F TR�1
W F term. The MAP inverse is combined with the weighted inverse to

form a weighted MAP least squares �t to the data,

X̂ = (F TS�1F + F TR�1
W F )�1F TS�1W: (3.16)

This model �t provides an optimal interpolation of the NSCAT winds based on the

autocorrelation matrix, RW .

To demonstrate the e�ectiveness of this inverse Figure 3.5 shows a model �t

which spans that nadir gap, slightly overlapping the two swaths. In this plot a least

squares �t, weighted least squares �t and weighted MAP least squares �t are applied.
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It is apparent that the least squares �t simply �ts the model to the missing data

while the weighted least squares �t does a better job of ignoring the missing data

and creating a wind �eld that is consistent in magnitude across the gap, though it

is not very realistic. The weighted MAP least squares �t generates a wind �eld that

is appears reasonable. Using this �t, the missing data points are �lled in with data

from the model.

Figure 3.6 shows a portion of a swath of NSCAT data. Figure 3.7 shows the

same swath where the missing data has been �lled in and the swath interpolated to

match a SeaWinds swath in width. The same phenomenological features are visible

in both swaths making this a very realistic section of wind. It should be noted that

the interpolated sections are also still visible because they are less variable than the

actual data. The e�ect of this on the PSD of the wind is be examined later.

3.4 Modeled NSCAT Winds

The �nal simulated wind type is known as \modeled NSCAT winds". These

winds are formed in a manner very similar to interpolated NSCAT winds but instead

of merely �lling the gaps the NSCAT data itself is replaced with modeled winds.

This method further reduces variability of the NSCAT data, resulting in a smooth

wind �eld. Figure 3.8 shows a section of modeled NSCAT winds. This wind �eld is

a smoother version of the interpolated winds in Figure 3.7. In fact, the interpolated

nadir gap can no longer be distinguished from the actual swaths.

While the modeled winds appear subjectively superior due to their smoothness

there are a couple disadvantages associated with them. The �rst problem is that

important features, such as storm fronts, can be smoothed signi�cantly during the

modeling. The second problem is that performing model-based wind estimation on

model-based wind may yield unrealistically good results. An examination of the PSD

for modeled winds compared to interpolated winds yields some insights in to the

accuracy of this form of simulated winds.
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Figure 3.5: Interpolation of the nadir gap using three di�erent model �ts.
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Figure 3.6: Original NSCAT winds.
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Figure 3.7: Simulated winds generated by interpolated NSCAT winds.
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Figure 3.8: Simulated winds generated by modeling NSCAT winds.
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3.5 Comparing the PSDs of Simulated Wind �elds

The �nal step in validating the di�erent forms of simulated wind is to ensure

that the power spectral densities are consistent with the known characteristics of

mesoscale ocean winds. To accurately describe the PSD of a wind �eld a 2-dimensional

spectrum must be calculated. However, the 2-dimensions spectrum is hard to analyze

so for simplicity the wind spectrum is only calculated in one dimension for both the

along and cross-track cases. In these two cases the one-dimensional spectra are slices

of the two dimensional spectra taken in the along-track and cross-track directions.

For this analysis the PSD, Pxx(f), is calculated using

Pxx(f) =
N�1X

m=�(N�1)

w(m)rxx(m)e�|2�Fm; (3.17)

with

rxx(m) =
1

N

N�jmj�1X
n=0

x(n)x(n +m); m = 0; 1; : : : ; N � 1: (3.18)

This approach is based on the Wiener-Khinchin theorem where rxx(m) is the unbiased

sample autocorrelation of a lengthN sequence and w(m) is a windowing function used

to reduce the spectral leakage [18]. It should also be noted that since u and v are

independent their respective spectrums should be identical and the spectrums used

in this section are generated using the u component only.

3.5.1 Filtered Gaussian Spectrum

Because synthetic �ltered Gaussian winds are generated on the basis of shaping

the spectrum this test is merely a veri�cation that the �ltering works rather than a

test to see if the spectrum is satisfactory. Figure 3.9 shows both the along-track and

cross-track spectrums and veri�es that they do, in fact, fall o� at the correct rate.

3.5.2 Interpolated NSCAT Spectrum

Testing the PSD of interpolated NSCAT winds is very important because

although the NSCAT winds contain many realistic features the interpolation could
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Figure 3.9: The power spectral densities for the �ltered Gaussian wind �elds.

also cause the frequency content of the wind to be signi�cantly di�erent than a true

wind �eld. The results of the wind estimation algorithm would consequently become

skewed.

Figure 3.10 shows the along-track and cross-track spectrums of interpolated

NSCAT winds. The cross-track PSD appears to be very close to the theoretical slope

of k�2. The along-track PSD, on the other hand, is very close for low frequencies

but it slopes up slightly as the frequencies get higher. This in
ation at high spatial

frequencies is most likely due to noise in the NSCAT data. Referring back to Figure

3.6 we see that the NSCAT data can be quite noisy in areas.

3.5.3 Modeled NSCAT Spectrum

As a �nal test of the modeled NSCAT winds the PSD of these winds is com-

pared with the theoretical PSD. Like previous simulated winds the cross-track and

along-track PSDs are plotted in Figure 3.11. The only noticeable di�erence between

these PSDs and the ones for interpolated NSCAT winds is that the along-track PSD

follows the k�2 fall o� for all frequencies.
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Figure 3.10: The power spectral densities for the interpolated NSCAT wind �elds.
These �elds also fall o� an nearly a k�2 rate but there is some addition high frequency
noise power that causes the slope to curve up at the end.

3.6 Simulated Wind Selection

To properly evaluate the wind estimation algorithms presented in subsequent

chapters a simulated wind format must be selected. Since the �ltered Gaussian winds

lack phenomenological features these are not used. The modeled and interpolated

NSCAT wind �eld, however, each o�er unique advantages in representing ocean wind.

The interpolated NSCAT wind has the advantage of properly representing wind fronts

and other features with the disadvantage that there is quite a bit of variability in the

NSCAT data. The modeled NSCAT winds, on the other hand, smooth wind features

but have wind spectrums that are closer to the predicted spectrums. Because each of

these methods has di�erent advantages both are used to evaluate the wind retrieval

algorithms. With its built in noise the interpolated NSCAT wind provides worst case

statistics for the wind retrieval while the modeled wind with its smoothed wind �elds

provides the best case statistics.

To create the simulated SeaWinds data �les the modeled and interpolated

NSCAT wind �elds are taken and the �o values corresponding to the wind speeds and

directions are calculated using the GMF and antenna geometries from a simulated
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Figure 3.11: The power spectral densities for the modeled NSCAT wind �elds.

SeaWinds �le obtained from JPL. Once the �eld of �o are generated the �eld-wise

estimation algorithms can be tested. One obvious bene�t that simulated data o�ers

is that the results of the �eld-wise estimation can be compared with the true wind

to generate accurate performance statistics. (The convention used in this thesis is to

name the simulated SeaWinds �les after the rev. of NSCAT data they were created

from. For example, the QSCAT rev. 2293A wind �elds were created by interpolating

the NSCAT �le for the ascending node of rev. 2293.)

42



Chapter 4

Field-wise Estimation

The �rst step in any wind retrieval algorithm is wind estimation. The purpose

of wind estimation is to determine the set of possible wind aliases from the noisy

scatterometer measurements. For �eld-wise wind retrieval the set of �eld-wise aliases,�
Ŵ (n)

	
, is determined from the measurements, z, taken over the de�ned wind �eld

region.

Determining
�
Ŵ (n)

	
requires searching an objective function, J(W ), to �nd

the wind �elds that either maximize or minimize it, depending of the form of J(W )

(each wind alias, Ŵ (n) corresponds to a local minimum or maximum in J(W )). The

objective function provides a measure of the di�erence between z and the projected

�om, which is a function of the geophysical model function (GMF) and the wind �eld

W .

The type of objective function and the search method used to �nd extrema in

J(W ) impacts the overall performance of the wind estimation step. This chapter ex-

amines and evaluates di�erent objective functions and search algorithms to determine

which perform best on simulated SeaWinds data. The optimal model size for the se-

lected search algorithm is also determined. Finally, the resulting �eld-wise estimation

algorithm is tested in several data sets to evaluate the performance.

4.1 Multi-start Estimation

Performing �eld-wise estimation requires a multi-dimensional global search

over an objective function. Complications that arise in performing this search are
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dimensionality and multiple local extrema, necessitating multiple searches for all ex-

trema. One of the most e�ective ways to perform this search is using a multi-start

method, similar to one used by Brown (1998).

The original �eld-wise multi-start proposed by Brown is based on randomly

generating wind �elds to initialize a steepest descent minimization of the objective

function. Because of the many local minima, a steepest descent search yields di�erent

answers depending on the value of the initial W . In an e�ort to locate all the local

minima, initialW vectors are randomly generated to uniformly cover the entire wind

�eld space.

To take advantage of the wind correlation over a region, linear wind �eld

models are used, where W = FX. A truncated wind �eld model, F , allows the wind

�eld to be represented using a relatively small set of model parameters, X. Thus the

full objective function J(W ) is reduced to J(FX) and instead of searching over the

entire space of W we search over the subspace determined by the length of X. The

set of minima from J(X),
�
X̂(n)

	
, correspond to the set of wind �eld aliases

�
Ŵ (n)

	
.

This section describes two di�erent multi-start optimizations that can be used

in performing �eld-wise estimation. The �rst method uses randomly generated start-

ing points to perform a steepest descent optimization of the objective function while

the second method augments the random starting points with information from the

point-wise wind retrieval.

4.1.1 Basic Multi-start

As mentioned the multi-start optimization uses random initial parameters to

perform a steepest descent optimization. For anNX�1 initial vectorX, the individual

parameters are generated using a uniform random distribution based on the 3� size of

each parameter. An NX -dimensional steepest descent search is then performed using

the random vector as the initial starting point. As a result of this minimization a �eld

wise alias is generated. Originally this process was performed 50 times and because

of symmetry in the objective function the 50 solutions were negated and then used
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as initial values for another 50 searches. The end result is 100 total optimizations

providing a fairly e�ective search over the parameter space [3].

Using this multi-start routine many of the initial solutions fall into the same

capture region. For a 50 multi-start optimization there may only be 20-30 unique

solutions. To reduce the total number of optimizations required, a solution �lter is

added to the basic multi-start to determine the unique solutions before negating them.

Consequently, only the unique solutions are re-optimized, reducing the optimization

time without reducing the scope of the search.

4.1.2 Augmented Multi-start

The augmented multi-start is a variation of the basic multi-start which uses

the fact that the �rst and second median �ltered point-wise �elds are often quite close

to the true wind. In fact, a test performed on 200 regions showed that using a model

�t to the median �ltered �elds as the initial X optimized to the true wind �eld in

24% of the regions. To take advantage of this, the augmented multi-start algorithm

includes in the set of random initial vectors a model �t to the �rst and second median

�ltered wind �elds. For good measure, additional random vectors are generated using

a 1� uniform distribution around the model �t to the median �ltered �elds.

The augmented multi-start performs 40 random multi-start optimizations, 2

optimizations using the �rst and second median �ltered �elds and 18 random opti-

mizations around the median �ltered �elds. Once these 60 optimization are completed

the results are �ltered to eliminate duplicates and the remaining unique solutions

negated and optimized.

4.2 Objective Functions

The accuracy with which the wind is estimated depends not only on the search

routine but also on the form of the objective function, J(X). Two objective functions

are presented for use with SeaWinds data and the multi-start search algorithms. The

�rst is based on the maximum likelihood objective function and the second is a least
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squares objective function with a penalty term added to constrain the wind speeds

over the region. Both objective functions are described in this section.

4.2.1 Maximum Likelihood Objective Function

The �rst multi-start algorithm to be examined uses a log likelihood function

for the objective function. This function is obtained by negating the log of Eq. 1.21

and is given as follows:

J(X) =
MNX
l=1

K(l)X
k=1

(zk;l �Mk;l)
2

&2k;l
+ ln &2k;l: (4.1)

The objective function values are found by summing over all the cells in the region

(l) and over all the measurements for each cell (k). For this expression the notation

of the GMF has been simpli�ed so Mk;l =M(Ul; �k;l; �k;l; fk;l; polk;l). Ul and �k;l are

obtained from each element of the wind vector, Wl. Since W = FX, the objective

function is, in fact, a function of X.

4.2.2 Constrained Objective Function

In an e�ort to incorporate as much outside information as possible, a con-

strained optimization is developed using a speed map based on the point-wise data.

Because the speed information in the point-wise estimates is very reliable, a speed

map is generated for a region by averaging the speeds of every alias in a single wind

vector cell for each cell in the region. Figure 4.1 illustrates a �eld of simulated wind

and the corresponding speed map taken from the point-wise aliases. This speed map

is used by the objective function to penalize wind �elds that do not match the the

point-wise speeds. Replacing the log variance term in the log likelihood objective

function with the speed penalty term, the objective function becomes a least squares,

constrained objective function

J(X) =
MNX
l=1

K(l)X
k=1

(zk;l �Mk;l)
2

&2k;l
+ �(Sl(X)� Spw

l)
2; (4.2)

where Sl(X) is the speed of the wind alias for cell l, Spw
l is the speed generated

from the point-wise data and � is a scaling factor for the penalty term. It should
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Figure 4.1: Simulated wind and corresponding point-wise speed map.

be noted that this is similar to a Lagrange method for constrained optimizations,

however, using the Lagrange method, � would be calculated to force the speed of the

optimized wind to exactly match the speed map, Spw. In this context we only want to

penalize the objective function for being very di�erent from the speed map, but not

necessarily force it to be exactly the same. In testing this objective function, values

of .01, .001 and .0001 are used for �.

4.3 Testing Field-wise Estimation

To determine which combination of objective functions and search algorithms

performs the best on average, each method is implemented on 200 regions of simulated

winds. In this section the results of these simulations are compared to determine

which combination o�ers the best wind retrieval performance.

Before reviewing the results some error measures are de�ned. The �rst error

measure is Eest, the vector RMS error between a model �t to the true wind, Wm, and

the optimized model �t to the true wind Wopt. The modeled wind, Wm, is generated

using a least squares �t of the model to the true wind in the following manner,

Xm = F yWt; (4.3)

Wm = FXm: (4.4)
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Wopt is calculated using the steepest descent algorithm with an initial value of Xm.

The optimized true wind, Wopt, represents the best solution attainable using the

objective function and consequently Eest is error built into �eld-wise estimation; there

is no way to do better than this error. Eest is calculated as follows:

Eest =

�
(Wm �Wopt)

T (Wm �Wopt)

MN

� 1

2

; (4.5)

for an M �N region. The second error,

Eopt =

�
(Wopt �W (n))T (Wopt �W (n))

MN

� 1

2

; (4.6)

is the vector RMS error between Wopt and the closest �eld-wise alias, W (n), resulting

from the multi-start optimization. This error indicates how well the optimization

algorithm locates the correct local minimum.

The most fundamental statistic relating to these optimizations is the percent-

age of regions in which the correct solution was found. In this context \found" is

de�ned as any alias with Wopt less than 1.4 m/s. For any �eld-wise ambiguity re-

moval algorithm to be e�ective we must be con�dent that the correct alias is in the

set of possible aliases for each region. Table 4.1 displays these percentages for each of

the multi-start algorithms. The percentages are given for the entire group of regions

and also for the regions in the inner and outer parts of the swath.

In Table 4.1 the augmented multi-start performed the best overall with only

one region lacking the true solution. The constrained objective function did not

improve the percentage of solutions found.

Table 4.2 shows the RMS error, both Eest and Eopt, for the di�erent optimiza-

tion methods. The optimization error, Eopt, is also calculated for regions where the

solution was found and regions where the true solution was not found. This enables

us to estimate how close the aliases are when the true one is not located. We conclude

that the augmented multi-start works the best. The errors are consistently higher for

the constrained multi-start with the exception of the optimization error for regions

where no solutions are found.

The �nal statistics considered in Tables 4.3 and 4.4 are the ranking accuracy

of the di�erent objective functions and the classi�cation of regions into good, fair and
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Table 4.1: The percentage of regions where the true solution was found.

Percentage of Regions with True Solution

Optimization Type All Regions Inner Regions Outer Regions
Original MS 98% 100% 96%
Augmented MS 99.5% 100% 99%
Constrained MS (� = :01) 99% 100% 98%
Constrained MS (� = :001) 98% 99% 97%
Constrained MS (� = :0001) 98.5% 100% 97%
Aug./Const. MS (� = :01) 97.5% 100% 95%
Aug./Const. MS (� = :001) 98% 100% 96%
Aug./Const. MS (� = :0001) 97.5% 100% 95%

poor based on Eest for each region. The ranking accuracy is the percentage of time

the objective functions rank the correct solution as the 1st alias, 2nd alias and so on.

The classi�cation statistic labels a region as good if Eest for that region is less than

1.44 m/s, fair for 1.44 m/s < Eest � 2:2 m/s, and poor if Eest is greater than 2.2 m/s.

Table 4.2: Error in the closest estimates to the true wind.

Estimation and Optimization Error

Optimization Type Eest Eopt Eopt (found) Eopt (missing)
Original MS 1.30 0.49 0.32 2.67
Augmented MS 1.30 0.39 0.34 2.79
Constrained MS (� = :01) 1.44 0.40 0.35 1.86
Constrained MS (� = :001) 1.44 0.48 0.41 1.67
Constrained MS (� = :0001) 1.44 0.46 0.41 1.63
Aug./Const. MS (� = :01) 1.44 0.48 0.37 2.02
Aug./Const. MS (� = :001) 1.44 0.42 0.36 1.54
Aug./Const. MS (� = :0001) 1.44 0.45 0.37 1.61
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Table 4.3: The percentage of rankings for the alias closest to the true.

Ranking Accuracy

Objective Function 1st 2nd 3rd 4th � 5th

Log Likelihood 81% 10% 4% 2% 3%
Constrained (� = :01) 80% 11% 3% 3% 3%
Constrained (� = :001) 81% 11% 4% 1% 3%
Constrained (� = :0001) 81% 11% 3% 2% 3%

Table 4.4: The percentage of regions classi�ed as good, fair or poor where good has
Eest � 1:44 m/s, fair has 1:44 m/s < Eest � 2:2 m/s and poor has Eest < 2:2 m/s.

Region Classi�cation by Objective Function

Objective Function Good Fair Poor
Log Likelihood 73% 21% 6%
Constrained (� = :01) 62% 29% 9%
Constrained (� = :001) 70% 23% 7%
Constrained (� = :0001) 70% 23% 7%

4.4 Analysis of Results

We now examine these results in greater detail. Speci�cally, the regions where

multi-start failed are examined to �nd fundamental problems with each multi-start

method. Because multi-start is a random search it is important to realize that some

regions may be missed in one test but found in another simply because of di�erences in

the initial parameter vectors. In this analysis we look only at those regions that were

missed consistently by the di�erent optimizations. Finally, the point-wise estimation

error is computed and compared with Eest to determine if the magnitude of these

errors is acceptable.
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4.4.1 Missed Regions

Of the 200 regions tested there were four that were missed fairly consistently.

These four regions are examined here to better understand the strengths and weak-

nesses of the multi-start algorithms.

Simulated Rev. 2293A, Along-track 240, Cross-Track 53

The most frequently missed region is found on the outer edge of the third

swath of simulated wind. This region was missed in 6 out of the 8 simulations. Figure

4.2 shows plots of the true wind �eld, a model �t to the true wind and the closest

ambiguity to the true wind. In the plot of the true wind �eld a small storm front can

be seen running through the center of the region. Brown (1998) showed that wind

�elds with fronts and cyclones typically have a larger number of local minima and

that the capture region size for the true solution is signi�cantly smaller on average.

This region is an example of such a case. In addition to the front, the bottom half

of the region appears to have a cyclonic 
ow. These two factors combine to make an

objective function with many local minima and relatively small capture regions. The

only way to compensate for this is to use a larger number of initial random parameters

when performing the search. The augmented search was able to correctly locate this

wind �eld because the �rst median wind �eld is very close to the true and fell into

the correct capture region.

This region is a also good example of the modeling error that results from

model-based estimation. Using a 22 parameter model the model �t to the true wind,

Wm, completely smoothes over the frontal feature in the middle of the region. To

overcome this smoothing a higher order model must be used, greatly increasing the

computational time required to optimize a region. Thus, in performing model-based

estimation a tradeo� must be made between computational time and modeling error.

One �nal consolation: while the closest alias was classi�ed as not found, visual

inspection shows that the general wind 
ow is still very similar to the model �t to

true. Therefore, if this closest alias was used instead of the best one the resulting

swath of wind should still be quite accurate.
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Simulated Rev. 2293A, Along-track 258, Cross-track 53

The region of wind directly adjacent to the region discussed above is also

missed quite often with 5 out of the 8 simulations failing to locate the correct alias.

Figure 4.3 shows the true wind, the model �t to true and the closest alias. Unlike the

previous region this region contains no unusual phenomenological features. In fact, it

is very di�cult to see di�erences in closest alias and the modeled true wind (middle

and bottom plots). There are only a couple areas where the directions appear to

di�er. The reason that this region was classi�ed as missed is most likely due to the

very high wind speeds. This region has an average wind speed of 13.5 m/s and so

small di�erences in the direction result in large vector errors and large Eopt. Most

likely, the initial parameter vector fell into the correct capture region but the gradient

search ended at a slightly di�erent place and because the wind speeds were so high

the alias is classi�ed as not found. The fact that this region was missed so many times

may also indicate that the bottom of the minimum is large and relatively 
at with

many smaller local minima. Thus di�erent searches may result in slightly di�erent

answers.

Simulated Rev. 2294A, Along-track 308, Cross-track 53

The third most often missed region is in the second simulated swath. This

region demonstrates one of the most basic problems with scatterometer based wind

retrieval. Figure 4.4 shows the true, modeled true and closest alias wind �elds. In

these plots the low wind speeds are very evident, in fact, the average wind speed for

the region is only 2.2 m/s. When the wind speeds are low it is very di�cult to infer

the wind from the scatterometer data. For this reason it may be necessary to choose

a speed threshold and not estimate the wind in regions where the speed is below that

threshold. It has been shown recently that wind retrieval is not accurate for regions

with average wind speeds of less than 4 m/s [19]. This region is one that such a

threshold would apply to.
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Simulated Rev. 2293A, Along-track 510, Cross-track 53

The �nal region to be examined and the fourth most commonly missed region is

the sixteenth along-track region in the third simulated swath. This region is signi�cant

because it best illustrates one of the drawbacks to using the constrained objective

function. Figure 4.5, like the previous �gures, contains plots of the true wind, modeled

true and closest alias. Also included is a plot of the speed map generated for this

region. In the middle right section of the true wind �eld we see spurious high wind

speed vectors. This may be the beginning of a front or some other feature but it does

not appear to be a large scale phenomenon. Due to the low order nature of the model

these high wind speed vectors are smoothed out considerably when �t to a model (top

right plot). When the constrained optimization is performed a speed map is generated

from the point-wise data to help force the optimized wind to match the point-wise

speeds. This is detrimental, however, if the speed map has higher spatial variability

than the truncated model can represent. In this case the speed map contained large

speed values corresponding to the spurious high wind speed vectors (bottom right

plot Fig. 4.5). During the optimization the model attempts to �t this speed map

but cannot because of its low spatial variability. In the plot of the closest alias, a

large high wind speed section is found corresponding to the high wind speeds in the

speed map. Hence, more error is introduced trying to match a highly variable wind

speed map. This is one of the primary disadvantages of using a constrained objective

function.

4.4.2 Accounting for High Eest

As a result of noisy �o measurements and poor antenna geometries, the opti-

mized model �t to true, Wopt, often has a signi�cant amount of error when compared

with Wm. This error is built into the wind estimation process and there is no way

to eliminate it with out redesigning the instrument or �nding a way to reduce the

noise. The purpose of this section is to compare Eest with the error between the true

wind and the closest point-wise wind vectors to gauge the magnitude of the �eld-wise

retrieval error compared to the point-wise retrieval error.
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Figure 4.2: The top plot is the true wind, the middle is the model �t to the true and
the bottom is the closest �eld-wise alias. This region is taken the from the simulated
rev. 2293A.
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Figure 4.3: The top plot is the true wind, the middle is the model �t to the true and
the bottom is the closest �eld-wise alias. This region is taken the from the simulated
rev. 2293A.
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Figure 4.4: The top plot is the true wind, the middle is the model �t to the true and
the bottom is the closest �eld-wise alias. This region is taken the from the simulated
rev. 2294A.
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Figure 4.5: The top plot left is the true wind, the top right is the model �t to the true,
the bottom left is the closest �eld-wise alias and the bottom right is the speed map for
the region. This region is taken the from the simulated rev. 2293A.
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Using the same 200 regions, the error between the closest point-wise aliases

and the true wind, Wt, was calculated. The error, denoted Epw, is calculated as

follows:

Epw =

�
(Wt �Wpw)

T (Wt �Wpw)

MN

� 1

2

; (4.7)

where Wpw is the column scanned vector of the �eld of closest point-wise aliases to

the true wind for anM�N region. This error can now be compared with Efw, which

is the �eld-wise estimation error calculated using

Efw =

�
(Wt �Wfw)

T (Wt �Wfw)

MN

� 1

2

(4.8)

where Wfw is the closest �eld-wise alias to the true wind. Table 4.5 compares the

errors for each case. The data in this table is generated using the maximum likelihood

objective function and the constrained objective function, with � = :001. The error

is computed for the cases where all the regions were included and only including the

regions where the true solution was found (this is denoted \found" in the table).

Table 4.5: Field-wise estimation error compared with the point-wise estimation error.

Error Comparisons

Objective Function Error Type RMS Error (m/s)
Efw 1.75

Max-Like
Efw (found) 1.69

Constrained Efw 1.80
(� = :001) Efw (found) 1.75

none Epw 1.77

Thus, while Efw on the order of 1.5-2 m/s is not negligible it is comparable

to the error using the closest point-wise aliases. This fact helps to alleviate concerns

that Eest may be prohibitively large.
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4.5 Model Order Selection

With a multi-start algorithm selected we turn our attention to choosing the

best model size, NX . In �nding the best NX , trade-o�s must be made between

the accuracy of the model and computational complexity of the objective function

search. The accuracy increases as the model size increases but the dimensionality

of the objective function also increases. The best model is the one that provides

adequate modeling error, Em, with minimal computational time.

To make the trade-o� between accuracy and complexity the model basis vec-

tors must be selected to retain the maximum information for the number of bases

kept. The KL model is optimal since it minimizes the basis restriction error for every

value NX [12]. To choose the number of basis vectors we refer to Figure 4.6 which

plots the eigenvalues of the KL basis vectors sorted in descending order. These eigen-

values represent the average energy attributed to a wind �eld by the corresponding

basis vectors. In Figure 4.6 there are natural breaks in the eigenvalues for model sizes

of 3, 6, 11, 14, 20, 25, and 30. These values make logical choices for NX .

The best model size is determined by running the augmented multi-start on 80

di�erent regions using di�erent model sizes and comparing the results. Since model

sizes of 3, 6, and 11 are extremely small, only sizes of 14, 20, 22, 25 and 30 are tested

(22 is included for historical reasons).

Table 4.6: Model-based estimation for di�erent size models.

Model Performance

NX Em (m/s) Eopt (m/s) Eest (m/s) Unique Solutions

14 1.80 0.29 1.59 21.2
20 1.79 0.28 1.37 28.4
22 1.60 0.26 1.12 29.3
25 1.59 0.43 1.13 31.0
30 1.55 0.32 1.14 35.7
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Figure 4.6: Eigenvalues for the KL basis vectors.

In Table 4.6 the 22 and 25 parameter models have low Em while maintaining

satisfactory computational complexity. Based on these results the 22 parameter model

is used because it has comparable error to the 25 parameter model but is smaller.

4.6 Extended Evaluation of Field-wise Estimation

The �nal step in developing a �eld-wise estimation algorithm is to evaluate the

performance of the selected parameters on a larger data set. The following statistics

represent the performance of the augmented multi-start with the maximum likelihood

objective function and a 22 parameter model on 1060 regions of data. The perfor-

mance of the estimation is measured using the percentage of correct solutions found,

Eest, Eopt, the ranking accuracy, Efw and Epw all of which are computed in the same

way as described previously.
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Table 4.7: The percentage of regions where the true solution was found.

Solutions Found

All Regions Inner Regions Outer Regions
96.1% 99.3% 93.0%

Table 4.8: Di�erent estimations errors for the selected FWE algorithm.

FWE RMS Errors

Error Type RMS Error (m/s)
Eest 1.79
Eopt 0.58
Efw 1.45
Epw 1.47

4.7 Summary and Conclusions

In performing �eld-wise estimation on 200 regions of simulated wind �elds

the accuracy and reliability of several �eld wise estimation techniques are evaluated.

Overall, all of the techniques perform very well, with a 97%-99.5% probability of �nd-

ing the true solutions in each region. The augmented maximum likelihood objective

function performs the best with 99.5% of the correct solutions found and the lowest

Eest.

To better understand the objective functions and their ability to locate the

correct solutions the regions where solutions were not found are examined in detail.

From this examination it is found that phenomenological features and low wind speeds

are the primary reasons for missing the correct minima. It is also shown that the

constrained objective function contains weaknesses that increase the error in the wind

aliases. Finally, the estimation error for the �eld-wise aliases, Efw, is shown to be

comparable with the estimation error of the point-wise aliases, Epw.

The augmented multi-start algorithm is tested for several di�erent size wind

models to �nd the best size. The 22 and 25 parameter models are shown to have

61



Table 4.9: The percentage of rankings for the alias closest to the true.

Ranking Accuracy

1st 2nd 3rd 4th � 5th

72.5% 12.5% 5% 3.5% 6.5%

comparable modeling error, Em. The 22 parameter model is chosen as the best trade-

o� between Em and computational complexity as it is the smaller of the two models.

Finally, the 22-dimensional augmented maximum likelihood objective function

is selected as the best choice for �eld-wise estimation on SeaWinds data. It has the

best alias location percentage with the lowest estimation error. It has a good alias

ranking accuracy, with 72.5% of the �rst aliases corresponding to the true wind, the

highest percentage of good regions, based on the estimation error, and it is the best

compromise between modeling error and dimensionality.

62



Chapter 5

Field-wise Ambiguity Selection

5.1 Ambiguity Selection

Field-wise ambiguity selection is the process of choosing the wind �eld alias

closest to the true wind, Ŵ (i), from the set of ambiguities generated during the �eld-

wise estimation step. This chapter presents an algorithm for selecting the correct

alias using only the information generated by the �eld-wise estimation.

A block diagram of the �eld-wise ambiguity selection algorithm is given in

Figure 5.1. This algorithm is comprised of three main steps; �eld-wise median �lter-

ing, point-wise nudging and construction of the �nal �eld. Each of these steps are

described in greater detail in this chapter. Finally, the overall performance of the

ambiguity selection algorithms is evaluated.

Before continuing with a discussion of the algorithm the geometries of the wind

�eld regions are described. The SeaWinds swath is divided into 24� 24 wind vector

cell regions; hereafter denoted wind �eld regions (WFR). These regions are chosen so

Overlap
and

Average
{W Nudging

}(n)
Final
Wind
Field

Field-wise Ambiguity Selection

Median
Filter

PW

Figure 5.1: Block diagram for the ambiguity selection algorithm.
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Figure 5.2: The SeaWinds swath gridded into wind �eld regions.

to overlap each other by 50% in the along-track direction and 25% - 33% in the cross-

track direction. Figure 5.2 illustrates the SeaWinds swath and the subdivided regions.

Field-wise estimation is performed separately for each region and the overlapping is

used in selecting the correct alias.

5.2 Ambiguity Selection using a Field-Wise Median Filter

The most important and most di�cult step in wind estimation is the actual

selection of the closest ambiguity. The fact that a good estimate of the true wind

exists in the set of aliases is of little worth unless we choose it as the �nal estimate.

This is true for both �eld-wise and point-wise winds. The most important ambiguity

selection tool for point-wise retrieval over the past several years has been the point-

wise median �lter (PWMF). This section proposes to extend the ideas behind PWMFs

to a �eld-wise median �lter (FWMF). First an overview of median �ltering is given

followed by a brief explanation of the PWMF, �nally, the FWMF is described.
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5.2.1 Median Filtering

Median �ltering techniques have become a valuable noise reduction tool in

image processing. The median �lter is implemented for a single pixel at location

(m,n) in the following manner [12]:

v(m;n) = medianf(y(m� k; n� l); (k; l)�Wg (5.1)

where v(m;n) is the �ltered image, y(m;n) is the noisy image and W is window

typically centered on m, n. The pixels of the original image in the window are

sorted by magnitude and the �ltered value is selected as the median of these pixels.

During the sorting, extreme pixel values resulting from noise are shifted to the ends

of the sorted vector and have little e�ect on the median value. Thus, for a data set

a�ected with impulsive noise the median �lter minimizes the noise with little image

degradation.

A valuable characteristic of median �lters is edge preservation [12]. Other

smoothing �lters often average pixels together to reduce the noise, blurring the image

and smearing hard edges. Since the median �lter does not use averaging image edges

are preserved.

5.2.2 The Point-wise Median Filter

In 1991, Sha�er et al. proposed a median �lter algorithm for performing am-

biguity selection for point-wise wind vectors. This algorithm chooses the alias as the

median of the wind vectors in a window surrounding it. For scalar data the median is

simply the center element of the sorted values. Because wind cells contain both speed

and direction the scalar de�nition of the median must be extended. One method

described by Mardia [20] calculates the median of a vector as the one that minimizes

the error between it and the surrounding vectors. Mathematically, the median vector

V (m) is the one that minimizes S(m) where

S(m) =
NX
i=1

kV (m)� V (i)k: (5.2)
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This vector di�erence is calculated for the N elements in a window around the point

being �ltered.

Using this de�nition of median, a median �lter is implemented for ambiguity

selection. Before running the median �lter, the wind �eld is initialized by selecting

an alias for each wind vector cell, Uij (i and j are the along-track and cross-track

indices). One method for initializing the �elds is to choose the highest ranked alias at

each location. More involved techniques have also been developed in which the initial

alias is chosen from the �rst two aliases as the one closest to numerical weather model

predictions of the wind �eld. This process of nudging the data using external wind

�elds has been shown to be very successful and was used in the NSCAT ambiguity

removal algorithm. However, it requires non-scatterometer data to implement it.

Once the �eld is initialized the selected alias, wk
ij, is the one closest to the

median. Thus the alias number is calculated as follows:

k = argmin
k

i+hX
m=i�h

j+hX
n=j�h

Wm0n0kwk
ij � Umnk (5.3)

m0 = m� i

n0 = n� j

where Wm0n0 is a weighting function for the window, and (2h + 1) � (2h + 1) is the

size of the window. The selected alias is the one that minimizes the error between it

and the surrounding wind vectors. Once wk
ij has been calculated for each cell in the

swath, the initial values are updated (Uij = wk
ij) and the process is repeated. The

process iterates until either none of the vectors change during a pass through the data

or a predetermined number of iterations is reached. The end result is a wind �eld

estimate based on the initial �eld and the available aliases.

One of the greatest advantages of using the median �lter for point-wise am-

biguity selection is the simplicity and resulting speed of the algorithm. Another

advantage of the PWMF is that it retains the edge preserving property of the scalar

median �lter. Edge preservation ensures that wind features such as storm fronts are

retained and not smoothed over. The single biggest drawback to the median �lter is
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the dependence of the performance on the initial �eld. The majority of the time the

initial �eld is quite close to the true wind and the �lter correctly selects the aliases.

However, erroneous sections of the initial �eld can cause ambiguity selection errors.

5.2.3 The Field-wise Median Filter

The PWMF selects the point-wise alias in the median wind direction. Ex-

tending the median �lter to the �eld-wise case requires that we select the �eld-wise

ambiguity that corresponds to the median wind �eld. To do this we must �rst de�ne

\median wind �eld".

The median for vector data as de�ned by Mardia [20] is the vector that mini-

mizes the error between it and the other data points (Eq. 5.2). Using this de�nition,

the vector median is essentially equivalent to the average of the data. The median

wind �eld for �eld-wise estimation can also be thought of as the average wind over

the WFR.

The problem becomes �nding a way to determine the average wind 
ow using

the aliases in each WFR in the swath. In the PWMF the median is found using a

window over several wind vector cells. Likewise, the median is calculated in FWMF

using a large window overlapping several WFRs around the region in question. This

window is illustrated in Figure 5.3. Next, each WFR in the window is initialized to a

predetermined alias. The aliases can be initialized using the highest ranking aliases or

using nudging techniques similar to those used in PWMFs. Using the initial values, a

continuous �eld of wind is generated by overlapping and averaging the selected initial

aliases. This wind �eld represents the initial wind �eld for the median �lter. Because

it is likely that some of the WFRs are initialized to the wrong alias the initial �eld

may not perfectly represent the true wind, but as long as a majority of the regions

in the window are initialized correctly the general 
ow of wind should be close to

the true. To ensure that no high frequency wind features resulting from incorrectly

initialized WFRs in
uence the median wind �eld the large �eld is low-pass �ltered.

The end result is a low frequency, average wind 
ow over the region. The area of the

67



Large Window

Along-track

C
ro

ss
-t

ra
ck

Wind Field Region

Figure 5.3: Typical window size used to determine the median wind.

average wind �eld directly over the WFR being �ltered is extracted, column scanned

and designated Wmedian.

For this algorithm the low-pass �lter is implemented by performing a least-

squares �t of a low order Fourier wind model [7] to the initial wind �eld. The Fourier

basis wind model �ts Fourier polynomials to the wind �eld. Using low order Fourier

polynomials ensures that the high frequency components of the wind are �ltered. The

Fourier model size is chosen to match the size of the window, typically 2 to 3 times

the size of a WFR. Figure 5.4 shows a section of wind obtained by overlapping and

averaging the �rst aliases in each WFR. Figure 5.5 shows a low-pass �ltered version of

the wind in Figure 5.4. The wind is �ltered using a third order, 67�67 Fourier model

�t to the original wind �eld. The median wind �eld is found by column scanning the

section of the average wind �eld corresponding to the region in question.
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Figure 5.4: The initial wind �eld formed by averaging the overlapping regions of wind.

5.2.4 Implementation of the Median Filter

The details of implementing the median �lter in �eld-wise ambiguity selection

are illustrated using the pseudocode algorithm in Figure 5.6. Like PWMFs the �rst

step in median �ltering is to initialize the entire swath. For �eld-wise data it is shown

in Chapter 4 that close to 73% of the �rst aliases are the correct aliases. Using this

fact, a logical choice for the initial �eld is �rst alias of each region.

With the initial aliases selected we now apply the median �lter to each WFR

in the swath. First, the initial wind �eld is created from the initialized wind aliases by
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Figure 5.5: The low-pass �ltered wind �eld. The wind in the box is the median wind
�eld corresponding to the region being �ltered.

overlapping and averaging each wind alias with the aliases in the surrounding regions.

Once the initial �eld is generated the true wind 
ow is estimated using the median

�lter. The median wind �eld, Wmedian, for each region is calculated using the initial

wind �eld and a low order Fourier model, as described above. The alias, k, for the

region is selected as follows:

k = argmin
k
(Ŵ (k) �Wmedian)

T (Ŵ (k) �Wmedian): (5.4)

In other words, the selected alias is the one closest to the median wind �eld. Figure

5.7 shows the median wind �eld calculated in Figure 5.5 and the �rst four �eld-wise
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initial_field=Compute_field(initial_k)
for i=1:number_of_regions

for k=1:number_of_aliases(i)

end
chosen_k(i)=index(min(overlap_error))
if chosen_k(i) != initial_k(i) then

changed=true
end

changed = false
while(changed & it < max_iteration)

initial_k(:)=1

end
it = it + 1

changed=true
it = 0

end
initial_k = chosen_k

W_median=Compute_median(i,initial_field)

overlap_error(k)=Compute_error(W_median,alias(i,k))

Figure 5.6: Pseudocode implementation of the �eld-wise median �lter.

aliases. In this case the �rst alias is selected as the closest to the median �eld. This

step is repeated for each WFR in the swath.

Once the entire swath has been �ltered the initial �eld is updated using the

selected aliases from the �rst pass. The median �lter is again implemented on the

swath. This process is repeated until either none of the �ltered aliases change or a

maximum number of iterations is reached. The �nal result is a swath of wind formed

from the best �tting combination of the aliases for each region.

5.2.5 Optimizing the Median Filter

To optimize the median �lter, multiple sizes and orders of the Fourier wind

model are tested on three swaths to see which performs the best. In this test the

vector RMS error between the true wind �eld and the �ltered wind �eld is compared.

The percentage of times that the alias \close" to the true wind was selected is also

calculated. In calculating this percentage the solutions are classi�ed as \close" if

the vector RMS error between it and the true is within 1 m/s of the vector RMS
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Figure 5.7: The median wind �eld and and �rst four �eld-wise alias. Using a median
�lter the �rst �eld-wise alias is selected as the true wind.
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error of the closest alias and the true wind. The performance of the FWMF using

the di�erent Fourier models is presented in Table 5.1. As a noted in the previous

chapter, �eld-wise estimation is not very accurate for low wind speed winds. In fact,

Gonzales [19] showed that winds below 4 m/s have large estimation errors. For this

reason the percentage of close regions is only calculated for �elds with average wind

speeds greater that 4 m/s.

Table 5.1: FWMF performance for various Fourier models.

FWMF Performance

Model Order Model Size Vector RMS Error % Correct FW Aliases
3 48� 48 1.76 94.4%
3 52� 52 1.71 95.1%
3 57� 57 1.73 92.3%
3 62� 62 1.72 92.6%
3 67� 67 1.71 94.0%
4 48� 48 1.78 93.3%
4 52� 52 1.76 94.4%
4 57� 57 1.76 94.4%
4 62� 62 1.75 94.4%
4 67� 67 1.72 94.8%
4 72� 72 1.73 93.7%
4 76� 76 1.74 92.6%

Overall, the third order models perform better than the fourth order models.

Of the third order models the 67� 67 Fourier model and the 52� 52 Fourier model

have the best performance. The 67� 67 Fourier model is chosen because is spans a

larger area providing more stability to the �lter.

5.2.6 FWMF Performance

To estimate the performance of the FWMF, 1060 regions from 7 di�erent

swaths of simulated data are processed and the results are presented in Table 5.2.
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In this table the percentage of WFRs close to true after being initialized to the �rst

alias is compared with the resulting percentage of WFRs that are close to the true

after the median �lter is implemented (here, close is de�ned as any region where the

RMS vector error between the selected alias and the true wind is within 1 m/s of the

RMS vector error between the closest alias in the set and the true wind). The vector

RMS error for all the regions is given. A �nal statistic, termed PW accuracy, is the

percentage of time that the point-wise alias closest to the true wind is also the closest

to resulting model-based wind �eld from the median �lter. The point-wise accuracy

is computed only for vectors with wind speeds greater than 4 m/s.

Table 5.2: Overall FWMF performance.

FWMF Performance

Initial Correct Filtered Correct Vector RMS Error (m/s) PW Accuracy
70.3 % 83.3 % 2.54 95.4%

The FWMF improves the percentage of selected ambiguities that are close to

true by 13%. The �nal percentage of 83.3% is good but not good enough to justify

the use of �eld-wise wind retrieval algorithms. To further improve the ambiguity

selection for �eld-wise wind retrieval an addition step must be taken.

5.3 Nudging the Median Filter

Like the PWMF the performance of the FWMF is intimately linked with the

accuracy of the initial �eld. Both the percentage of initial FWRs that are close to

the true wind and the location of the erroneous initial values play important roles in

determining the true wind. The performance of the PWMF was improved in NSCAT

ambiguity selection by \nudging" the initial �eld using numerical weather models. To

nudge the wind the initial �eld was calculated by choosing from the �rst two aliases

the alias closest to the wind 
ow predicted by a numerical weather model. In a similar
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fashion additional information can be used to \nudge" the �eld-wise estimates and

improve the overall performance. This section describes three di�erent methods for

improving the performance of the FWMF.

5.3.1 Nudging with External Data

Similar to point-wise nudging, an initial �eld can be generated by choosing the

initial alias in each region as the one closest to a numerical weather model �eld. To

test this method the simulated wind �elds are low-pass �ltered to a spatial resolution

of 250 km, the same resolution as most numerical weather models. The initial �eld

is then created using the �eld-wise aliases closest to the low-pass �ltered winds. The

same 1060 regions are tested using this nudging and the results are presented in Table

5.3.

Table 5.3: FWMF performance using nudging from external data.

External Nudging

FW Amb. Selection Vector RMS Error (m/s) PW Accuracy
92.0 % 1.96 97.0%

As expected the results are signi�cantly better. In fact, the initial �eld is

actually closer to the true �eld with 96.7% of the WFRs close to the true, while

only 92.0% of the �ltered WFRs are close to the true. In spite of this the vector

RMS error is much lower than the previous FWMF results and the PW accuracy is

better by almost 2%. Admittedly this simulation produces more optimistic results

than the nudging to be used with numerical weather models because the wind �elds

are essentially nudged with the true wind, but this test illustrates the potential for

improving FWMF performance using external data.
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5.3.2 Nudging with Point-wise Winds

We note that in the tests of the FWMF performance given in Table 5.2 the

point-wise accuracy is a remarkable 95.4%. This means that even though many of

the individual WFRs have ambiguity selection errors the overall 
ow of the wind is

close to the true wind. This section explores several di�erent methods for improving

the �eld-wise ambiguity selection using the closest point-wise aliases. These method

are referred to as internal nudging or point-wise nudging.

The �rst step in point-wise nudging is to generate a point-wise wind �eld by

choosing the point-wise aliases that are closest to the model-based estimate from the

FWMF. The result is a point-wise vector �eld (PWVF) with a wind 
ow close to the

model-based estimate. Next regions of the PWVF corresponding to each WFR are

selected and labeled Wpw;i, where i is the WFR number.

The �rst point-wise nudging method uses Wpw;i to nudge the �nal wind es-

timate. This is done by comparing each �eld-wise alias in each region with its cor-

responding Wpw;i and choosing the alias closest to Wpw;i as the �nal estimate, thus

nudging the �nal �eld. This method is designated PW Nudge and the performance

is given in Table 5.4.

Another nudging method uses a least squares model �t on each Wpw;i. The

resulting model parametersXi are then used as the initial values for a steepest descent

optimization of the objective function. The optimization generates one new �eld-wise

alias for each WFR. This process of creating new wind aliases using point-wise winds

is illustrated in Figure 5.8. The top plot is a �eld-wise estimate for a single WFR, the

bottom left plot is the corresponding closest point-wise �eld, Wpw;i, and the bottom

right plot is the alias resulting from the optimization. Once the new aliases have been

created they are included in the set of all aliases and the �nal estimate is selected as

the alias closest to the point-wise �eld. This approach is called PW Optimized and

the performance is given in Table 5.4.

The �nal approach is to use the newly created aliases to form a new initial

�eld for the FWMF. The FWMF is implemented again and the resulting wind �eld

is used as the �nal wind estimate. This is referred to as Opt-FWMF in Table 5.4.
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Figure 5.8: An example of nudging with point-wise wind �elds.
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A test is performed using the same 1060 regions with the three point-wise

nudging techniques implemented. The results are displayed in Table 5.4. Of the

three methods described above, point-wise nudging of the �nal �eld with the newly

created aliases included in the set of aliases performs the best though none of the

result are signi�cantly better than the results without point-wise nudging.

5.3.3 Nudging with Point-wise Median Filtered Winds

A slight variation of nudging using PWVFs is to run the PWMF on the point-

wise vector �eld before nudging. A test on these 1060 regions shows that the PWMF

improved the number of correct point-wise aliases from 95.4% to 96.5%. Using the

�ltered point-wise estimates should further improve the ambiguity selection. Table

5.4 contains the results of this method on the same regions using PWMF nudging.

PWMF nudging both improves the number of correct �eld wise aliases selected

and reduces the average vector error between the modeled �eld and the true wind. Of

the three PWMF nudging methods PWMF nudging using the optimization performs

the best. It minimizes the error and has the maximum percentage of correct point-

wise aliases. Overall, using PWMF �elds to nudge the data improves the performance

of the �eld-wise ambiguity selection.

Table 5.4: FWMF performance using di�erent forms of point-wise nudging.

PW Nudging

Method FW Amb. Selection RMS Error (m/s) PW Accuracy
PW Nudge 83.1 % 2.45 95.4%
PW Optimized 92.6 % 2.47 95.4%
PW Opt-FWMF 92.2 % 2.52 95.1%
PWMF Nudge 88.0 % 2.41 95.6%
PWMF Optimized 95.0 % 2.37 95.8%
PWMF Opt-FWMF 92.3 % 2.46 95.4%
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Figure 5.9: The along-track weighting used in overlapping and averaging the WFRs
together.

5.4 Combining Wind Field Regions

Once the ambiguities have been selected using the median �lter and a nudging

technique, the �nal wind �eld is generated by combining the estimates in each WFR

in the swath. Because each region overlaps its neighbors the �nal �eld is formed using

a weighted average of the overlapping sections. Figure 5.9 illustrates the along-track

weighting used where the regions overlap by 50%. A similar weighting is used as

the regions are averaged together in the cross-track direction. The �nal result of the

overlap and average stage of �eld-wise ambiguity removal is a single, smooth estimate

for the wind over the entire swath.

5.5 Ambiguity Selection Performance

In this chapter several components of the ambiguity selection algorithm are

described and tested. A FWMF is used to choose from the set the aliases closest to

the true wind. The optimal Fourier model size for low-pass �ltering the median wind

�elds is shown to be a third order 67� 67 model.

Using the FWMF improves the percentages of close �eld-wise aliases by 13%.

Because the initial �eld is only 72.5% accurate, additional processing must be done

to improve it. The PWMF nudging algorithm is shown to improve the �eld-wise

ambiguity selection from 83% to 95% while providing the minimum vector RMS error.
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Once the ambiguities have been selected the aliases are combined by overlapping and

averaging them to form an estimate for the wind �eld.

To evaluate the performance of this algorithm, 1060 regions are processed and

the performance evaluated. Tables 5.5 and 5.6 display the performance statistics

for the algorithm compared with the statistics of wind �elds with perfect ambiguity

selection. The percentage of times that an ambiguity \close" to the true is found is

95.0% for all the regions and 96.6% for regions with an average wind speed greater

than 4 m/s. The point-wise skill of 95.8% is close to the 96.9% obtained using the

closest ambiguities. The last statistic is the vector RMS error between the wind

estimates and the true wind.

Table 5.5: FWMF performance compared to perfect ambiguity selection performance
(s > 4 is for speeds greater than 4 m/s).

FWMF Performance

Method FW Aliases FW Alias (s > 4) PW Skill PW Skill (s > 4)
Nudged FWMF 95.0% 96.6% 92.5% 95.8%
Closest Ambiguities 100.0% 100.0% 94.3% 96.9%

Table 5.6: FWMF performance compared to perfect ambiguity selection performance
and the closest point-wise �elds.

FWMF Error

Method Vector RMS Error (m/s)
FWMF 2.37
Closest Ambiguities 1.97
Closest Point-wise 2.18
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Finally, the test regions are visually inspected to determine the e�ects of am-

biguity removal errors on the �nal wind �eld. Overall, the estimates are quite close

to the 
ow of the true wind. However, almost every swath has one section with sig-

ni�cant ambiguity selection errors. Fortunately most of the ambiguity errors appear

to be clustered together and are easily distinguished by visual inspection of the �eld

of point-wise aliases closes to the model-based �eld. Figures 5.10, 5.12 and 5.14 are

plots of the point-wise vector �elds closest to the model-based estimate illustrating

three example of regions with ambiguity selection errors. Figures 5.11, 5.13 and 5.15

are enlarged views of these �elds showing the sharp transition in wind direction that

occurs when there is an ambiguity selection error.

In each case ambiguity selection errors result from groups of adjacent WFRs

initializing the median �lter incorrectly. The best example of this is illustrated in

Figure 5.14. This region is plotted again in Figure 5.16 with the outline of the

wind �eld regions added. In this �gure we see that four of the WFRs are selected

incorrectly causing the wind to rotate 180�. Figure 5.17 shows the location of the

WFRs along with the corresponding ranking of the alias closest to the true wind.

Here we see that in the lower middle four regions the aliases closest to the true are

of rank two. The �rst aliases for these regions point in the opposite direction of

the true wind. Hence, when the FWMF is initialized to the �rst aliases this section

of wind is initialized in the wrong direction and because so many adjacent regions

are initialized the same way the median �lter can not correct it. The fact that so

many regions of wind in the same area have the �rst alias pointing in the opposite

direction of the true wind also indicates that there may be some types of wind �elds

that cause the skill of the scatterometer to be reversed, meaning that aliases pointing

180� from the true are ranked higher than those pointing in the same direction as

the wind. This phenomenon has been noticed in NSCAT data (D. G. Long, personal

communication). More research is required to fully understand and predict regions

where such skill reversal occurs.

When ambiguity selection errors occur, a sharp transition in the wind direction

is typically found in the �eld of point-wise aliases closest to the model-based estimate.
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Figure 5.10: Ambiguity removal errors evident in the point-wise �eld closest to the
model-based winds (Rev. 1666A).
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Figure 5.11: An enlarged view of the ambiguity removal errors shown in Figure 5.10.
At the point of the error the point-wise vectors abruptly change direction by about 90�.
This error results from one �eld-wise ambiguity being selected incorrectly.
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Figure 5.12: Ambiguity removal errors evident in the point-wise �eld closest to the
model-based winds (Rev. 1680A).
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Figure 5.13: An enlarged view of the ambiguity selection errors shown in Figure 5.12.
Here there are two di�erent places where the ambiguity errors are very evident. The
area on the left is the result of ambiguity selection error for a single WFR while the
area on the right results from 2 incorrectly selected WFRs. Again the areas with am-
biguity removal error are easily determined by abrupt changes in the wind directions.
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Figure 5.14: Ambiguity removal errors evident in the point-wise �eld closest to the
model-based winds (Rev. 2265A).
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Figure 5.15: An enlarged view of the ambiguity removal errors shown in Figure 5.14.
of all the tested swaths of wind this is the worst case of ambiguity removal. Here
4 adjacent WFRs are incorrectly selected resulting in 90� to 180� errors in the wind
directions.
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Figure 5.16: The ambiguity selection error wind from Figure 5.15 with the WFRs
outlined. The four WFRs selected incorrectly are easily seen.

These instantaneous 90� and 180� jumps in wind direction are good indicators of

errors. Using these �elds it may be possible to create an ambiguity selection error

detection algorithm using the principles employed by Gonzales [19], [21] in her quality

assurance algorithm for NSCAT. Gonzales compared a low-order model �t to the

point-wise �elds with the point-wise �elds to �nd wind vector cells where there is a

large di�erence in direction between the two. Using an algorithm like this the sudden

changes in direction are easily detected and can then be corrected. It may also be

possible to use an edge detection algorithm from image processing on the the vector

�elds to detect boundaries for sections of wind with ambiguity removal errors.

5.6 Summary

In summary, an ambiguity selection algorithm is presented using only Sea-

Winds data. Overall the algorithm performs very well selecting an alias close to the

true wind 95% of the time. 95.5% of the point-wise vectors closest to the �eld-wise
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Figure 5.17: The ranking of the aliases closest to the true wind for the WFRs in Figure
5.16. The ambiguity selection error occured because the �eld is initialized using the
�rst aliases and here we have a large area where the second aliases correspond to the
true wind.

estimate of the wind are also closest to the true wind making this algorithm a po-

tentially useful point-wise ambiguity selection tool. The errors in ambiguity selection

are found to be large when incorrect selection occurs but they often occur in groups

that are easily distinguished using the closest point-wise aliases.
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Chapter 6

Results

The previous chapters have described the steps required to implement a �eld-

wise wind retrieval algorithm. This chapter uses the algorithms from previous chap-

ters to implement an end-to-end �eld-wise retrieval algorithm. First, the overall

algorithm is described. Next, the algorithm is tested using several simulated data

sets. To compare the e�ects of wind variability on the estimates, both the inter-

polated NSCAT and modeled NSCAT simulated winds are used and the results are

compared.

6.1 The Field-wise Wind Retrieval Algorithm

Figure 6.1 shows a block diagram of the �nal wind retrieval algorithm. This

algorithm takes the simulated �o values as the input and produces an estimate of

the wind �eld. The �o measurements are generated using the simulated wind �elds

described in Chapter 3. Using the GMF and instrument geometries, such as incidence

angle and azimuth angle, a �o value is calculated from the wind speed and direction

in the simulated wind �eld.

The estimates of the wind are found through a global optimization of pZ(ZjW).

The optimization is performed using a steepest descent algorithm with random start-

ing points. A 22 parameter KL wind �eld model is used to model the wind and

the global search is performed over the 22-dimensional parameter space, X. The

multi-start search is further augmented using the the �rst and second median �ltered

point-wise �elds from the point-wise estimates to compute initial search parameters.
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Figure 6.1: A block diagram of the �nal �eld-wise wind retrieval algorithm.
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The result of the augmented multi-start search is a set of possible wind aliases for

each WFR in the swath.

The best estimate of the wind is chosen from the set of aliases during the

ambiguity selection stage of the retrieval. Ambiguity selection is performed using a

�eld-wise median �lter (FWMF) initialized using the �rst alias in each region. The

median wind �eld for the �lter is calculated using a third order 67� 67 Fourier wind

model. The resulting wind estimate from the FWMF is further improved using point-

wise nudging. During nudging the point-wise �eld closest to the �eld-wise estimate

is generated and an additional optimization is performed using a model �t to the

point-wise winds as the initial value. The �nal wind �eld is selected by choosing the

�eld-wise aliases closest to the point-wise �eld. The last step is to take the selected

�eld-wise aliases and average the overlapping regions to form a single smooth wind

�eld estimate.

6.2 Wind Retrieval Performance Using Interpolated NSCAT Winds

The performance of the �eld-wise wind retrieval algorithm is evaluated using

15 swaths of interpolated NSCAT winds. To demonstrate the accuracy and potential

e�ectiveness of �eld-wise wind retrieval, three sets of �gures are presented.

The �rst set of plots demonstrate the ideal performance of �eld-wise wind

retrieval versus the ideal performance of point-wise wind retrieval. These �gures,

numbered 6.2-6.5, show the RMS vector, speed and direction errors for the wind

estimates using the best �eld-wise aliases, the best point-wise aliases and the point-

wise aliases closest to the �eld-wise estimate. These plots represent wind retrieval

algorithms with 100% ambiguity selection accuracy and show the potential of �eld-

wise and point-wise estimation. The errors are calculated for winds with speeds of

3-6 m/s, 6-12 m/s, 12-30 m/s and all wind speeds.

In general, �eld-wise retrieval is slightly less accurate than point-wise wind

retrieval in the \sweet spot" of the swath but better in the nadir region and on the

edges. Note that the point-wise retrieval error varies across the swath while the �eld-

wise retrieval error remains fairly constant. This constancy is one of the principle
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advantages of �eld-wise estimation. The dips in the model-based performance at the

edges of the swath and in the nadir region are most likely due to the smoothness of

the extrapolated wind �elds in these regions. The magnitude of the error drop is a

good indicator of the di�erence in modeling error for the more variable interpolated

winds and the smoother extrapolated winds.

The second set of plots shows the accuracy of �eld-wise estimation when im-

perfect ambiguity selection is used. The plots, numbered 6.6-6.9, are comprised of

error plots for the same sets of wind speeds as above and show the RMS vector, speed

and directions errors in each case.

When ambiguity selection is applied the average error for all wind speeds

increases 0.5 to 1 m/s, on average. The worst ambiguity selection errors are re
ected

in Figure 6.8. In this plot the vector and direction errors increase signi�cantly for

cross-track indexes greater than 55. This increase is largely due to ambiguity selection

errors where the wind direction is 
ipped 90� to 180� as illustrated in Chapter 5. An

error detection and correction algorithm could help to reduce this error.

Finally, the �eld-wise estimates created using the FWMF are compared to the

closest point-wise �elds and to the point-wise estimates obtained using a point-wise

median �lter initialized with the �rst aliases. These errors provide a more realistic

comparison of the �eld-wise and point-wise methods as they would actually be im-

plemented. Figures 6.10-6.13 show the vector, speed and direction errors for winds

grouped by wind speed, as above.

Compared to the �rst median �ltered point-wise estimates, the �eld-wise re-

trieval performs very well. For low wind speeds the point-wise performs better than

the model-based in the \sweet spot" but as the speeds increase, the point-wise estima-

tion error increases. However, the �eld-wise estimation error remains fairly constant.

In Figure 6.13 the average error over all wind speeds is best for the �eld-wise estimates.

Figures 6.10-6.13 also illustrate the potential value of using �eld-wise estimation as an

ambiguity selection tool for point-wise data. Table 6.1 lists the percentage of point-

wise vectors closest to the true wind that are also closest to the �eld-wise estimate.

This percentage is referred to as point-wise (PW) skill in the table.

94



10 20 30 40 50 60 70
0

1

2

3

4

5
Best Case − Vector RMS Error (3 m/s − 6 m/s)

V
ec

to
r 

R
M

S
 E

rr
or

Cross−track

10 20 30 40 50 60 70
0

0.5

1

1.5

2
Best Case − RMS Speed Error (3 m/s − 6 m/s)

S
pe

ed
 R

M
S

 E
rr

or

Cross−track

10 20 30 40 50 60 70
0

10

20

30

40

50
Best Case − RMS Direction Error (3 m/s − 6 m/s)

D
ire

ct
io

n 
R

M
S

 E
rr

or

Cross−track

Figure 6.2: RMS error as a function of the cross-track index for wind with speeds
between 3 and 6 m/s. The solid line represents the model-based estimate, the dotted
line is the point-wise �eld closest to the model-based and the dashed line is the point-
wise alias closest to the true. These results were generated using interpolated NSCAT
winds.

95



10 20 30 40 50 60 70
0

1

2

3

4

5
Best Case − Vector RMS Error (6 m/s − 12 m/s)

V
ec

to
r 

R
M

S
 E

rr
or

Cross−track

10 20 30 40 50 60 70
0

0.5

1

1.5

2

2.5

3
Best Case − RMS Speed Error (6 m/s − 12 m/s)

S
pe

ed
 R

M
S

 E
rr

or

Cross−track

10 20 30 40 50 60 70
0

10

20

30

40

50
Best Case − RMS Direction Error (6 m/s − 12 m/s)

D
ire

ct
io

n 
R

M
S

 E
rr

or

Cross−track

Figure 6.3: RMS error as a function of the cross-track index for wind with speeds
between 6 and 12 m/s. The solid line represents the model-based estimate, the dotted
line is the point-wise �eld closest to the model-based and the dashed line is the point-
wise alias closest to the true.
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Figure 6.4: RMS error as a function of the cross-track index for wind with speeds
between 12 and 30 m/s. The solid line represents the model-based estimate, the dotted
line is the point-wise �eld closest to the model-based and the dashed line is the point-
wise alias closest to the true. These results were generated using interpolated NSCAT
winds.
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Figure 6.5: RMS error as a function of the cross-track index for all wind speeds. The
solid line represents the model-based estimate, the dotted line is the point-wise �eld
closest to the model-based and the dashed line is the point-wise alias closest to the
true. These results were generated using interpolated NSCAT winds.
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Figure 6.6: RMS error as a function of the cross-track index for wind with speeds
between 3 and 6 m/s. This plot compares �eld-wise estimation with perfect ambiguity
selection to the �eld-wise estimates using the ambiguity selection algorithm. The solid
line represents perfect ambiguity selection while the dashed line includes ambiguity
selection errors. These results were generated using interpolated NSCAT winds.
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Figure 6.7: RMS error as a function of the cross-track index for wind with speeds
between 6 and 12 m/s. This plot compares �eld-wise estimation with perfect ambiguity
selection to the �eld-wise estimates using the ambiguity selection algorithm. The solid
line represents perfect ambiguity selection while the dashed line includes ambiguity
selection errors. These results were generated using interpolated NSCAT winds.
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Figure 6.8: RMS error as a function of the cross-track index for wind with speeds
between 12 and 30 m/s. This plot compares �eld-wise estimation with perfect am-
biguity selection to the �eld-wise estimates using the ambiguity selection algorithm.
The solid line represents perfect ambiguity selection while the dashed line includes
ambiguity selection errors. These results were generated using interpolated NSCAT
winds.
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Figure 6.9: RMS error as a function of the cross-track index for all wind speeds. This
plot compares �eld-wise estimation with perfect ambiguity selection to the �eld-wise
estimates using the ambiguity selection algorithm. The solid line represents perfect
ambiguity selection while the dashed line includes ambiguity selection errors. These
results were generated using interpolated NSCAT winds.
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Figure 6.10: RMS errors for the wind retrieval algorithms where errors from the
ambiguity selection are included for winds with speeds between 3 and 6 m/s. The solid
line represents the model-based estimate, the dotted line is the point-wise �eld closest
to the model-based and the dashed line is the point-wise median �ltered estimate.
These results were generated using interpolated NSCAT winds.
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Figure 6.11: RMS errors for the wind retrieval algorithms where errors from the
ambiguity selection are included for winds with speeds between 6 and 12 m/s. The solid
line represents the model-based estimate, the dotted line is the point-wise �eld closest
to the model-based and the dashed line is the point-wise median �ltered estimate.
These results were generated using interpolated NSCAT winds.
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Figure 6.12: RMS errors for the wind retrieval algorithms where errors from the am-
biguity selection are included for winds with speeds between 12 and 30 m/s. The solid
line represents the model-based estimate, the dotted line is the point-wise �eld clos-
est to the model-based and the dashed line is the point-wise median �ltered estimate.
These results were generated using interpolated NSCAT winds.
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Figure 6.13: RMS errors for the wind retrieval algorithms where errors from the
ambiguity selection are included for winds all wind speeds. The solid line represents
the model-based estimate, the dotted line is the point-wise �eld closest to the model-
based and the dashed line is the point-wise median �ltered estimate. These results
were generated using interpolated NSCAT winds.
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Table 6.1: The percentage of point-wise vectors closest to the true wind that are also
closest to the �eld-wise estimate for interpolated NSCAT data.

PW Skill for Interpolated NSCAT Winds

FW Estimate All Speeds Speed > 4 m/s
Using the FWMF 92.3% 95.6%
Perfect Ambiguity Selection 94.1% 96.9%

6.3 Wind Retrieval Performance Using Modeled NSCAT Winds

A second algorithm evaluation is performed using the modeled NSCAT simu-

lated wind �elds. Unlike the interpolated NSCAT winds, which have highly variable

wind in the regions where the wind is interpolated and smooth winds on the edge and

in the gap where the wind is extrapolated, the modeled NSCAT winds have uniform

variability across the swath. Because the modeled NSCAT wind �elds have uniform

variability the error metrics are also more consistent across the swath. The vari-

ability of the true wind is very important because it adversely a�ects the modeling

error inherent in model-based estimation. Highly variable winds have large modeling

errors when a model is �t to them. Conversely, smooth underlying winds result in

less modeling error.

Figures 6.14-6.17 show the cross-track error for the �eld-wise, point-wise, and

point-wise closest to �eld-wise estimates using perfect ambiguity selection. These

plots represent the best estimate that can be achieved using each of the methods.

Overall, the �eld-wise estimates contain less error than do the point-wise. In fact, the

�eld-wise and point-wise results are almost equal in the sweet spot. This suggests that

the error for model-base retrieval greater than the point-wise error using interpolated

NSCAT winds (Figures 6.2-6.5) is primarily due to modeling error. Again the model-

based errors remain nearly constant over all wind speeds groups while the point-wise

errors increase.

The �eld-wise estimates created using the ambiguity selection algorithm are

also compared with the estimates created using perfect ambiguity selection in Figures

107



6.18-6.21. The ambiguity removal consistently works well in the middle of the swath

but the edges of the swath have errors very similar to the errors found in Figures

6.6-6.9. In fact, many of the WFRs with ambiguity selection errors are the same as

in the previous tests. Most of the errors can be detected by visual inspection of the

point-wise �eld closest to the model based estimate.

The �eld-wise estimates created using the FWMF are compared with the point-

wise estimates generated using the �rst point-wise median �lter and the point-wise

�eld closest to the �eld-wise estimates in Figures 6.22-6.25. Overall, the �eld-wise

estimate has the smallest RMS vector error. Also note that choosing the point-

wise vector closest to the �eld-wise estimate improves the point-wise estimates. This

further supports the notion that the �eld-wise winds may be a useful point-wise

ambiguity selection tool.

The point-wise skill for �eld-wise estimates from modeled NSCAT data is given

in Table 6.2. In spite of ambiguity selection errors the point-wise skill is 96.6% for

wind vectors with speeds greater than 4 m/s.

Table 6.2: The percentage of point-wise vectors closest to the true wind that are also
closest to the �eld-wise estimate for modeled NSCAT data.

PW Skill for Modeled NSCAT Winds

FW Estimate All Speeds Speed > 4 m/s
Using the FWMF 93.1% 96.6%
Perfect Ambiguity Selection 94.9% 97.9%

6.4 Conclusions

Field-wise wind retrieval is shown to be potentially equal, and in some cases

better, than conventional point-wise wind retrieval for SeaWinds data. However, for
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Figure 6.14: RMS error as a function of the cross-track index for wind with speeds
between 3 and 6 m/s. The solid line represents the model-based estimate, the dotted
line is the point-wise �eld closest to the model-based and the dashed line is the point-
wise alias closest to the true. These results were generated using modeled NSCAT
winds.
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Figure 6.15: RMS error as a function of the cross-track index for wind with speeds
between 6 and 12 m/s. The solid line represents the model-based estimate, the dotted
line is the point-wise �eld closest to the model-based and the dashed line is the point-
wise alias closest to the true. These results were generated using modeled NSCAT
winds.
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Figure 6.16: RMS error as a function of the cross-track index for wind with speeds
between 12 and 30 m/s. The solid line represents the model-based estimate, the dotted
line is the point-wise �eld closest to the model-based and the dashed line is the point-
wise alias closest to the true. These results were generated using modeled NSCAT
winds.
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Figure 6.17: RMS error as a function of the cross-track index for all wind speeds.
The solid line represents the model-based estimate, the dotted line is the point-wise
�eld closest to the model-based and the dashed line is the point-wise alias closest to
the true. These results were generated using modeled NSCAT winds.
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Figure 6.18: RMS error as a function of the cross-track index for wind with speeds
between 3 and 6 m/s. This plot compares �eld-wise estimation with perfect ambiguity
selection to the �eld-wise estimates using the ambiguity selection algorithm. The solid
line represents perfect ambiguity selection while the dashed line includes ambiguity
selection errors. These results were generated using modeled NSCAT winds.
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Figure 6.19: RMS error as a function of the cross-track index for wind with speeds
between 6 and 12 m/s. This plot compares �eld-wise estimation with perfect ambiguity
selection to the �eld-wise estimates using the ambiguity selection algorithm. The solid
line represents perfect ambiguity selection while the dashed line includes ambiguity
selection errors. These results were generated using modeled NSCAT winds.
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Figure 6.20: RMS error as a function of the cross-track index for wind with speeds
between 12 and 30 m/s. This plot compares �eld-wise estimation with perfect ambigu-
ity selection to the �eld-wise estimates using the ambiguity selection algorithm. The
solid line represents perfect ambiguity selection while the dashed line includes am-
biguity selection errors. These results were generated using modeled NSCAT winds.
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Figure 6.21: RMS error as a function of the cross-track index for all wind speeds. This
plot compares �eld-wise estimation with perfect ambiguity selection to the �eld-wise
estimates using the ambiguity selection algorithm. The solid line represents perfect
ambiguity selection while the dashed line includes ambiguity selection errors. These
results were generated using modeled NSCAT winds.
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Figure 6.22: RMS errors for the wind retrieval algorithms where errors from the
ambiguity selection are included for winds with speeds between 3 and 6 m/s. The solid
line represents the model-based estimate, the dotted line is the point-wise �eld closest
to the model-based and the dashed line is the point-wise median �ltered estimate.
These results were generated using modeled NSCAT winds.
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Figure 6.23: RMS errors for the wind retrieval algorithms where errors from the
ambiguity selection are included for winds with speeds between 6 and 12 m/s. The solid
line represents the model-based estimate, the dotted line is the point-wise �eld closest
to the model-based and the dashed line is the point-wise median �ltered estimate.
These results were generated using modeled NSCAT winds.
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Figure 6.24: RMS errors for the wind retrieval algorithms where errors from the am-
biguity selection are included for winds with speeds between 12 and 30 m/s. The solid
line represents the model-based estimate, the dotted line is the point-wise �eld clos-
est to the model-based and the dashed line is the point-wise median �ltered estimate.
These results were generated using modeled NSCAT winds.
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Figure 6.25: RMS errors for the wind retrieval algorithms where errors from the
ambiguity selection are included for winds all wind speeds. The solid line represents
the model-based estimate, the dotted line is the point-wise �eld closest to the model-
based and the dashed line is the point-wise median �ltered estimate. These results
were generated using modeled NSCAT winds.
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�eld-wise wind retrieval to be accurate enough to become a viable alternative to point-

wise retrieval, the ambiguity removal must be improved. The results presented here

were generated using a simplistic ambiguity removal technique. It is possible to use

more complex algorithms and/or external data to improve the ambiguity removal. It

should also be possible to develop an algorithm which detects and corrects ambiguity

selection errors after the estimates are generated. With small improvements in the

ambiguity selection, the �eld-wise estimates could be signi�cantly better that the

point-wise estimates.

In comparing the results using interpolated NSCAT winds and modeled NSCAT

winds the e�ects of modeling error are shown. The potential accuracy of �eld-wise es-

timation is very dependent on the variability of the true wind. The results of �eld-wise

estimation using the modeled NSCAT winds are 0.5 to 1.0 m/s better than �eld-wise

estimates using interpolated NSCAT winds. This di�erence in error is largely at-

tributed to modeling error. Thus if mesoscale surface ocean winds are believed to be

quite smooth the �eld-wise estimate can be expected to be accurate. If the ocean

winds are actually more variable, the estimation error is correspondingly larger.

Finally, the �eld-wise estimates are shown to be a good tool for point-wise

ambiguity selection. With the �eld-wise ambiguity selection errors included, sim-

ply choosing the point-wise alias closest to the �eld-wise estimate results in 95.8%

ambiguity selection accuracy for interpolated NSCAT data and 96.6% accuracy for

modeled NSCAT data. As ambiguity selection improves, these numbers approach

96.9% and 97.9% respectively. Thus �eld-wise estimates have great potential to aid

in point-wise ambiguity removal.
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Chapter 7

Conclusion

SeaWinds is unique in that it uses a rotating pencil-beam antenna instead

of a �xed fan-beam antenna. The rotating antenna results in varying measurement

geometries across the swath. As a result, the wind estimation techniques used for

processing NSCAT data do not work well with SeaWinds data. This thesis develops

a �eld-wise approach to wind estimation in an e�ort to improve the overall accuracy

of SeaWinds estimates.

7.1 Summary

Before developing a �eld-wise wind retrieval algorithm, simulated SeaWinds

data sets must �rst be generated so the algorithm may be tested. In this thesis three

methods for simulating wind �elds are presented. The �rst uses �ltered Gaussian

noise to synthesize wind �elds with the same spectral characteristics as ocean winds.

Another method uses wind �eld estimates from the NSCAT data sets. These estimates

contain realistic phenomenological wind features but cover a smaller area and have

missing data points. Thus the NSCAT wind �elds must be interpolated to �ll a

SeaWinds swath. The interpolation is performed using an optimal interpolation based

on the autocorrelation of the wind. By interpolating the NSCAT winds, a continuous

swath of ocean winds is created. One potential drawback of these winds is that

the NSCAT estimates contain noise while the interpolated sections of the �eld are

quite smooth. The �nal form of simulated wind uses a model �t to the interpolated

NSCAT wind �elds to further smooth the wind creating a swath of wind with uniform

variability across the swath. These winds are referred to as modeled NSCAT winds.
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The �eld-wise approach to wind estimation uses linear wind �eld models to

model the correlation in the wind from measurement cell to measurement cell. This

is di�erent than point-wise estimation which only estimates the wind in a single

cell independent of data in the surrounding cells. A single �eld-wise or model-based

estimate contains wind speeds and directions for an entire region. The regions used in

this �eld-wise algorithm are comprised of 24�24 wind vector cell �elds corresponding

to 600� 600 km areas of the ocean's surface.

The �rst stage of the �eld-wise wind retrieval algorithm is �eld-wise estimation.

This stage takes the �o measurements and generates a set of possible wind �elds that

correspond to the measurements. These possible wind �elds, or aliases, are generated

when searching the objective function. For SeaWinds data the maximum likelihood

objective function is shown to perform better than a constrained objection function

and the augmented multi-start search is shown to be a good method for searching

the objective function. A test of 1060 regions shows that this objective function

and search routine locate the alias closest to the true wind 96% of the time. The

22 parameter KL model is shown to be the best sized wind �eld model for �eld-

wise estimation because it provides the best tradeo� between modeling error and

computational complexity.

Once the set of possible wind �eld aliases has been generated, the one closest to

the true wind must then be selected from the set. This step in the estimation process

is known as ambiguity selection. A �eld-wise median �lter (FWMF) is presented

which uses many of the same principles behind the point-wise median �lter (PWMF)

used in NSCAT ambiguity selection. Once the estimate for the entire wind �eld is

generated using the FWMF a point-wise nudging technique is developed to further

improve the estimate using information from the point-wise estimates. On a test case
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of 1060 regions these two methods used together select good aliases for 95% of the

regions.

Last of all, the �eld-wise estimation and �eld-wise ambiguity removal algo-

rithms are combined to form an end-to-end �eld-wise wind retrieval algorithm. This

algorithm is tested on several swaths of interpolated NSCAT winds and modeled

NSCAT winds to gauge the overall wind estimation performance. Using the inter-

polated NSCAT winds the �eld-wise wind retrieval algorithm worked comparably

to the performance of the point-wise estimates. Using the modeled NSCAT winds

the �eld-wise performance increases due to smaller modeling error resulting from the

smoother simulated wind �eld. In this case the �eld-wise estimation is superior to the

point-wise results. Overall, the �eld-wise estimates compare very well with point-wise

results and show the potential of being signi�cantly better with improved ambiguity

selection.

7.2 Contributions

In developing an end-to-end �eld-wise wind retrieval algorithm, four major

contributions are made to the �eld of scatterometer-based wind retrieval. The �rst

contribution is the derivation of a specialized interpolation algorithm for interpolating

ocean wind �elds. This interpolation scheme uses the autocorrelation of the wind in

conjunction with linear wind �eld model to produce a weighted MAP least squares

�t to the data. This form of the least squares �t can then be used to project wind

�elds into regions where there is no data.

The next contribution is the extension of the �eld-wise techniques, developed

by [3] for NSCAT data, to SeaWinds data. The augmented multi-start global op-

timization is shown to provide the best search over the maximum likelihood (ML)

objective function. The ML objection function is also shown to produce more accu-

rate estimates than a constrained objective function. The last extension is the use

of 24 � 24 wind vector cell models which covers an area four times larger that the

12 � 12 models used in [3]. The 22 parameter 24 � 24 KL is shown to provide the

best tradeo� between modeling error and computational complexity.
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In order to perform �eld-wise ambiguity selection a �eld-wise median �ltering

technique is developed. This technique is modeled after the point-wise median �lter

used in NSCAT ambiguity selection [9], [10]. The FWMF does a very good job

of determining the general wind 
ow using only the �eld-wise aliases; however, the

results are not quite accurate enough to be used in wind estimation. To further

increase the performance of the FWMF a nudging technique is developed which uses

information from the point-wise estimates. These two techniques used together select

a good alias 95% of the time. It is also shown that the performance of the FWMF

can be improved if external wind estimates, such as the output of numerical weather

prediction models, are used to nudge the wind estimates.

The �nal contribution is the combination of �eld-wise estimation techniques

with the �eld-wise ambiguity selection algorithm to form an end-to-end �eld-wise

wind retrieval algorithm which uses only scatterometer data in generating unique

wind estimates. The overall performance of this algorithm is evaluated in Chapter 6

and is shown to estimate the wind with accuracy comparable to, and in some cases

better than, the point-wise estimates.

7.3 Future Work

As mentioned, the results of this algorithm are comparable to the estimates

provided by point-wise wind retrieval. However, in order for �eld-wise retrieval to

become a viable alternative to point-wise retrieval additional improvements must be

made.

The primary source of error in this algorithm is in the �eld-wise ambiguity

selection stage. Because the performance of the FWMF is so dependent on the

accuracy of the initial �eld, the best way to improve ambiguity selection performance

is to improve the initial values of the FWMF. One way to do this is to choose the

initial wind �eld aliases as the ones closest to numerical weather predictions for the

wind at the time the measurements are taken. Doing this ensures that the initial �eld

for the FWMF has consistent 
ow, improving the ambiguity selection.
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Even with numerical models nudging the initial values for the FWMF, am-

biguity selection errors are inevitable. In Chapter 5 it is shown that these errors

are easily distinguished using the �eld of point-wise aliases closest to the �eld-wise

estimate of the wind �eld. Therefore, an ambiguity selection error detection and cor-

rection algorithm can be developed using the point-wise �elds closest to the �eld-wise

estimates. This algorithm could conceivably use the same principles used by [21] to

correct ambiguity selection errors for NSCAT point-wise winds. The detection could

also use edge detection algorithms based on the directions of the point-wise aliases

closest to the �eld-wise estimate because ambiguity selection errors are manifest by

sudden changes, usually 90� to 180�, in the wind direction.

The next step in creating an operational �eld-wise estimation algorithm is

to obtain actual �o data from JPL. This is not yet available but should give the

best evaluation of the �eld-wise estimation performance. Once these data sets are

processed they can then be compared directly with the results of the JPL point-wise

wind retrieval algorithms.
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