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ABSTRACT

FREQUENCY ESTIMATION OF LINEAR FM SCATTEROMETER PULSES

RECEIVED BY THE SEAWINDS CALIBRATION GROUND STATION

Spencer S. Haycock

Department of Electrical and Computer Engineering

Master of Science

The SeaWinds Calibration Ground Station (CGS) is a passive ground station used

to receive and sample transmissions from the SeaWinds scatterometer. During post pro-

cessing, the received transmissions are characterized in order to verify proper instrument

operation and to eliminate error in satellite telemetry and in data products generated from

processing SeaWinds data. Sources of instrument error include uncertainties in transmit-

ted power, pulse timing, and carrier frequency drift. Identifying these errors prevents their

propagation to data products.

A key aspect of this analysis involves accurately estimating the parameters of the

SeaWinds transmissions. As better parameter estimates are researched and developed, the

scatterometer can be more finely calibrated and better characterized, allowing improved

accuracy of environmental measurements. This work explores several methods to esti-

mate SeaWinds frequency parameters by parametrically modeling the signal as a series of

linear FM pulses. Improved frequency estimates are obtained by transforming the signal

into appropriate signal spaces. These methods are compared and their tradeoffs revealed.





SNR regions are assigned to each method to mark appropriate performance bounds, and

improvements over previous SeaWinds data analysis methods are shown. Finally, recent

estimates of SeaWinds parameters are disclosed. This analysis helps to advance the level to

which future scatterometer instruments may be calibrated, providing the potential for more

accurate scatterometer data products.
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Chapter 1

Introduction

A scatterometer is an orbiting radar that allows scientists to study the Earth’s envi-

ronment on a global scale by measuring the normalized radar cross section (RCS) of the

Earth’s surface. Since the RCS of the ocean is a function of surface roughness caused

primarily by wind-generated waves, wind speed and direction can be inferred from the

RCS. Scatterometers can be used to measure properties of both the atmosphere and the

Earth’s surface, allowing study of environmental dynamics on a global scale not previously

possible. For example, scatterometers can measure wind velocity to understand weather

patterns and detect climatic changes, track polar sea ice, and estimate surface moisture

to detect drought or deforestation. In order to produce accurate measurements of these

environmental factors, the scatterometer must be precisely calibrated.

The SeaWinds scatterometer is onboad the QuikSCAT satellite, launched in June

1999. To assist in calibrating the instrument and to verify proper operation, the Calibration

Ground Station (CGS) was developed by NASA Jet Propulsion Laboratory (JPL). The CGS

is a passive receiving station that samples and stores the SeaWinds transmissions, allowing

passive measurement of the signal characteristics in post processing. Parameters of the Sea-

Winds transmissions are extracted, examined, and compared to nominal values. Deviations

from nominal parameters may then be reported and accounted for in data products gener-

ated from SeaWinds RCS data. Independent characterization of these transmissions allows

JPL the opportunity to verify correct operation of the SeaWinds scatterometer, increasing

the validity of their environmental measurements.
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1.1 Linear FM Parameter Estimation

During each scatterometer flyby over the Provo area, the CGS is illuminated for

several brief intervals called sweeps that occur when the CGS is illuminated by the main

lobe of the SeaWinds beam. During these sweeps, SeaWinds pulses emerge from the noise

floor, creating a high-SNR region where key signal parameters may be extracted. Previous

signal estimates have only been performed over these high-SNR regions. However, sweeps

make up only a small portion of the signal sampled by the CGS, excluding the majority of

the data collected by the ground station.

Several methods have been established to estimate the center frequencies of pulses

encountered in SeaWinds sweeps. These methods were chosen for their computational

efficiency. However, these methods are suboptimal and perform poorly at low SNR. The

suboptimality of these methods limits the window over which SeaWinds parameters may

be observed.

In this thesis I present methods to blindly and independently estimate the parame-

ters of linear FM pulses received by the CGS, with emphasis on improving center frequency

estimates, especially at low SNR. I analyze the established methods and introduce a new

method that is statistically optimum, yet computationally intensive. This optimality is ob-

tained by parametrically modeling the SeaWinds signal as a series of linear FM pulses.

This significantly increases the observation window of SeaWinds transmissions, allowing

the tracking of center frequencies over time. This allows the SeaWinds Doppler compen-

sation algorithm and the Doppler shift to be examined for deviation from nominal values.

This ability is used to determine whether the SeaWinds carrier frequency has drifted over

its life cycle.

1.2 Previous Research Involving the Calibration Ground Station

The CGS has been analyzed extensively and proved very useful in developing a

new calibration methodology needed to evaluate improved scatterometer designs. Yoho [1]

presented new calibration techniques and addressed issues related to new scatterometer

designs. These included calibration methodology; parameter separation; calibration of sur-

face location measurement; scatterometer measurement correlation and data variance; and

2



a comprehensive telemetry-based system simulation model to support the development of

scatterometer applications by estimating instrument timing, frequency, position, pointing,

and power. Anderson [2] analyzed several aspects of the SeaWinds/CGS system. He per-

formed an orbital geometric analysis to determine Doppler frequency and antenna pattern

angles from satellite telemetry; evaluated the sensitivity of the received SeaWinds signal to

perturbations in satellite position, altitude, and timing; inspected multipath effects at White

Sands, New Mexico; and formulated a method to determine the center frequency of the

received SeaWinds signal. Adams [3] characterized the performance and operation of the

Calibration Ground Station in a variety of operating conditions, including calibration and

testing of the CGS to determine thermal and gain stability.

1.3 Thesis Outline

This thesis is organized as follows. Chapter 2 introduces the SeaWinds scatteometer

and the CGS, describes their operation, and reveals important factors that describe the

behavior of the signal as it is received by the CGS.

Chapter 3 describes linear FM waveforms and elaborates on the characteristics of

the transmitted SeaWinds pulses. A modified discrete analytic signal is introduced to ac-

count for undersampling introduced by the CGS. Time-frequency transforms are introduced

as ideal signal spaces from which to estimate linear FM parameters. The Radon transform

of the Wigner distribution is identified as a maximum likelihood estimator of these para-

maters.

Chapter 4 analyzes methods to estimate parameters of the SeaWinds pulses. En-

velope detection is used to find high-SNR pulses, from which the locations of low-SNR

pulses are deduced. Three frequency estimation methods are compared. Their performance

is evaluated for accuracy, SNR peformance, and computational intensity. A dechirping

matched filter bank is identified as an optimal estimator, and is equated to the Radon trans-

form of the Wigner distribution. Since this method is extremely computationally intensive,

quadratic regression on unwrapped signal phase can be used at high SNR as a suboptimal

algorithm that is computationally more efficient.

3



Chapter 5 applies these methods to the estimation of real SeaWinds pulses. Doppler

compensation and Doppler shift are separated using non-linear least squares regression on

a model of these parameters. Three SeaWinds data sets are examined which verify that the

SeaWinds instrument is operating correctly.

Chapter 6 concludes this thesis with research contributions and future recommen-

dations.

4



Chapter 2

Instrument Parameters and Operation

The SeaWinds scatterometer and the Calibration Ground Station form a one-way

system designed to verify proper operation of the SeaWinds instrument. In this chapter, de-

tails of SeaWinds scatterometer operation are revealed and the parameters of its transmitted

signal are identified. The process of capturing SeaWinds transmissions by the Calibration

Ground Station is shown, including its frequency plan and the details associated with under-

sampling the downmixed signal. Knowledge of this system is paramount to understanding

the behavior of the received signal, allowing proper estimation of its parameters.

2.1 The SeaWinds Scatterometer

The SeaWinds scatterometer is located onboard the QuikSCAT satellite in an 803-

km sun-synchronous low earth orbit (LEO). The scatterometer transmits electromagnetic

pulses to the Earth’s surface, from which the backscatter is received and observed, in order

to indirectly obtain environmental measurements. QuikSCAT’s orbit allows SeaWinds to

illuminate more than 90% of the Earth’s surface in 24 hours, usually passing twice daily

over Provo, Utah.

Nominal SeaWinds parameters are listed in Table 2.1. SeaWinds transmits linear

FM pulses at a 13.402-GHz carrier frequency. This value was chosen because frequencies

near 13.4 GHz are “sensitive to capillary waves on the ocean surface induced by local

winds” [4]. The pulses are transmitted from two alternating antenna beams (Fig. 2.1). The

outer beam is elevated 46◦ from nadir and transmits vertically polarized pulses; the inner

beam is elevated at 40◦ and is horizontally polarized [4]. The nominal 1.5-ms pulse width

and 5.4-ms pulse repetition interval (PRI) are based on “spacecraft altitude and antenna

5
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Figure 2.1: Ground track of the SeaWinds scatterometer. Pulses are transmitted from two
alternating antenna beams. The rotating dish causes the beams to trace out a helical pattern
along the Earth’s surface [2].

scanning geometry” and are chosen to eliminate gaps in the scan swath by producing an

appropriate beam pattern [4]. Note that since the transmitted pulses successively alternate

between the inner and outer beams, the effective PRI of each beam is approximately 10.8

ms.

The antenna rotates at 18 rpm, tracing out a helical pattern on the Earth’s surface.

As the antenna rotates, the two-way Doppler shift in echoed pulses received by SeaWinds

modulates the received center frequency as a cosine of the azimuth angle of the antenna,

with amplitude 480 kHz (430 kHz) for the outer beam (inner beam) [4]. Commanded

Doppler is used to precompensate the carrier frequency for the Doppler shift anticipated

in echoed pulses so that no net Doppler shift (within 10 kHz) results [5]. This allows

the SeaWinds receiver to operate with a fixed frequency response intended for the echo

returns [4]. In order to account for orbital geometry, the commanded Doppler is formed

from a lookup table parameterized by the orbit step and the azimuth angle of the antenna as

QuikSCAT traverses its orbit. The commanded Doppler consists of a cosine function with

phase, amplitude, and bias parameters for 256 equally-spaced temporal orbit steps [4].

6



Table 2.1: Nominal SeaWinds Parameters [4] [5]
Parameter Value

Carrier frequencyfc 13.402 GHz

Chirp rateµc -250.73 MHz/s

Pulse widthτ 1.5 ms

Pulse repetition interval (PRI) 5.4 ms

Antenna spin rate 18 rpm

Antenna peak sidelobe ≤ -15 dB

Outer beam

Nadir angle 46◦

3-dB beamwidth 1.4◦(el) x 1.7◦(az)

Range Delay 8.3 ms

Max. Dopplerνd observed by CGS±240 kHz

Inner Beam

Nadir angle 40◦

3-dB beamwidth 1.6◦(el) x 1.8◦(az)

Range Delay 7.3 ms

Max. Dopplerνd observed by CGS±215 kHz

7



Figure 2.2: Receiver of the SeaWinds Calibration Ground Station at BYU, Provo, Utah.
Ducting tubes pump cool air into the radome and protect sensitive cables connected to
computers below.

2.2 The Calibration Ground Station (CGS)

The CGS (Fig. 2.2) was originally located in White Sands, New Mexico, and was

built in order to calibrate the scatterometer onboard the QuikSCAT satellite launched in

June 1999. It was acquired by the BYU Microwave Earth Remote Sensing (MERS) Lab-

oratory in March 2002 in order to continue monitoring SeaWinds on QuikSCAT and to

observe transmissions from the SeaWinds scatterometer onboard the Advanced Earth Ob-

servation Satellite II (ADEOS-II), launched in December 2002. The MERS Lab helped

evaluate proper operation of ADEOS-II by measuring parameters of the new SeaWinds

scatterometer. However, the ADEOS-II satellite suddenly lost power in October 2003 due

to a solar panel malfunction; as a result, only SeaWinds on QuikSCAT is currently observed

by the CGS.

The CGS, positioned on the roof of the Clyde Building on BYU campus, continues

to regularly receive SeaWinds transmissions. In order to successfully receive a signal, the
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Figure 2.3: SeaWinds pulses captured by the CGS. A 100-ms interval shows the received
SeaWinds pulses emerge from the noise floor as the outer beam of SeaWinds sweeps across
the main lobe of the CGS receiver during a flyby over Provo, Utah. The pulses transmitted
from the inner beam are observed between those of the outer beam and have lower SNR
since the main lobe of the inner beam is not pointing directly at the CGS.

computer-controlled pedestal is programmed to point the receiving antenna at SeaWinds

during each flyby. The CGS antenna is held fixed during capture of each beam to reduce

jitter. Pointing errors resulting from the fixed antenna and the moving satellite can be

ignored because the CGS antenna has a wide main lobe. During each flyby, the CGS is

illuminated for several brief intervals called sweeps (Fig. 2.3), which occur due to the

rotating dish antenna. Since these sweeps yield pulses with relatively high SNR, signal

parameters extracted from pulses within these sweeps are more likely to yield accurate

estimates than those obtained from other low-SNR regions of the signal.

Usually, only 10 seconds are sampled for each beam that passes over the CGS,

yielding 40 seconds of total data per flyby. These captures are separated into manage-

able 100-ms sections (“.raw” files) and stored for offline processing. Each file contains

a 1024-byte header which reveals basic sampling information, including start time, beam
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x[n]

13.402 GHz

140 MHz BPF

13.007 GHz

395 MHz

360 MHz

35 MHz

2 MHz BPF 41.5 MSPS

12−bit
D/A 8

18 MHz BPF 5.1875 MSPS

Figure 2.4: Simplified frequency plan of the CGS receiver. The signal is received at 13.402
GHz, mixed down to 35 MHz, sampled at 41.5 MSPS, and decimated by 8, yielding an
observed carrier frequency of 3.875 MHz and a sample rate of 5.1875 MSPS.

description, and first and second-order signal statistics. These files can be linked together

to form one large beam capture.

The CGS receiver is a double conversion superheterodyne that consists of two parts:

the front end is located in an insulated metal box mounted on the pedestal within the

radome, while the rest is cascaded via coaxial cable to the computer racks. The signal

is received by a circularly polarized corrugated horn antenna, folded to 35 MHz, sampled

at 41.5 MSPS, and decimated by 8 to yield an effective 5.1875 MSPS sample rate (Fig.

2.4). The undersampling in this process leads to aliasing which results in a reversal in the

frequency spectrum where the positive spectrum is swapped with the negative spectrum

(Fig. 2.5). As a result, the SeaWinds linear FM downchirp is perceived as an upchirp by

the CGS. Although a swapped spectrum exists in the sampled data due to aliasing, this can

be ignored by simply treating the negative frequency spectrum as if it were positive.
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Figure 2.5: Spectrum aliasing from undersampling in the CGS A/D converter. The top plot
depicts the received SeaWinds spectrum downmixed to 35 MHz IF. The limits of the plot
correspond to the 41.5-MSPS sample rate. The proximity of these two frequencies violates
the Nyquist Sampling Theorem. The bottom plot illustrates the consequent aliasing in
the frequency spectrum as the signal is undersampled and decimated. The right spectrum
is swapped with the left, and the 41.5-MSPS sample rate is reduced to 5.1875 MSPS.
However, since no spectral overlap occurs, no signal information is lost to aliasing.
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Table 2.2: Parameters Normalized by Sample Rate (A/D Conversion)
x(t) = e−j2π(f0t+µ

2
t2) ←→ x[n] = e−j2π(f0n+µ

2
n2)

Parameter Symbol Downmixed to 35 MHz IF Sampled at 5.1875 MSPS

Doppler time compression α ∈ [0.999982, 1.000018] (same)

Max. Doppler compensationνc 480 kHz 192
2075
≈ .092530

Center frequency (transmit) fc = 13.402 GHz 3.875 MHz 62
83
≈ .746988

Center frequency (receive) f0 = α [fc + νc cos(φc)] ∈ [3.152, 4.598] MHz ∈ [.607, .887]

Chirp rate (transmit) µc -250.73 MHz/s −9.31730004355× 10−6

Chirp rate (receive) µ = α2
[
µc − 2π 18

60
νc sin(φc)

]
∈ [−251.644,−249.816] MHz/s ∈ [−9.351,−9.283]× 10−6

Pulse width τ 1.5 ms 7781.25 samples

PRI PRI 5.4 ms 28,012.5 samples
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2.3 Summary

The operation of the SeaWinds instrument and the Calibration Ground Station have

been examined in detail. The rotation of the antenna beams causes SeaWinds to illumi-

nate the CGS in sweeps, limiting the time interval over which signal parameters may be

estimated from pulses above the noise floor. In addition, the commanded Doppler compen-

sation algorithm modulates the effective carrier frequency of the transmitted SeaWinds

pulses. The CGS receives the Doppler-shifted signal that has been modulated by the

Doppler compensation algorithm, the sum of which results in an observed Doppler shift

that appears negated. The signal is then downmixed and undersampled at 5.1875 MSPS

to an effective 3.875 MHz. Knowledge of these factors is essential to understanding the

behavior of the received signal, improving the ability to estimate its paramaters. The next

chapter addresses ways to model these pulses to obtain accurate parameter estimates.
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Chapter 3

Analysis of Linear FM Waveforms

SeaWinds transmits linear FM pulses which are commonly used in pulse-compression

radars to achieve high range resolution by increasing the time-bandwidth product of the

signal. The greater range resolution is obtained at the output of a filter matched to a pulse-

compressed waveform at the receiver [6] [7]. To better estimate parameters of the linear

FM waveform, we model the phase of the waveform as a quadratic function of time such

that the chirp rate, center frequency, and phase offset are obtained from the coefficients of

this function. The phase is obtained by unwrapping the phase of the analytic signal or by

finding the zero-crossings of the real signal. Another way to estimate chirp rate and center

frequency is by using time-frequency transforms.

Due to its chirped instantaneous frequency, a linear FM waveform is inherently

nonstationary. Its analysis requires tracking an evolving signal spectrum. This may be

facilitated by using a time-frequency distribution (TFD), which is an energy density func-

tion of time and frequency. Since random noise in one dimension tends to spread over the

time-frequency plane while signals of interest concentrate their energy over specific time

intervals and frequency bands, a TFD is very useful for analyzing signals corrupted by ran-

dom noise [8] [9]. The basis functions of time-frequency transforms are localized in both

time and frequency, providing a better signal space from which to observe nonstationary

signals. This can significantly enhance the ability to estimate signal parameters. In this

chapter, linear FM waveforms, the discrete analytic signal, and the Discrete Fourier Trans-

form are introduced, followed by discussion of the Spectrogram, the Wigner distribution,

and the Radon transform of the Wigner distribution. This information provides the proper

background to understand the properties of estimation methods in Chapter 4.
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3.1 Linear FM Waveforms

Linear FM waveforms are a subclass of polynomial-phase signals of the form

s(t) = Re
{
A(t)ejφ(t)

}
(3.1)

where the phase of orderp is defined as

φ(t) =

p∑
i=0

ait
i. (3.2)

The instantaneous frequency (IF) of the waveform is defined by applying a time derivative

to the phase and converting from radians to Hz, yielding

f(t) ,
1

2π

d

dt
φ(t) =

1

2π

p∑
i=1

iait
i−1. (3.3)

Likewise, the instantaneous chirp rate is obtained by applying a time derivative to the IF,

µ(t) ,=
d

dt
f(t) =

1

2π

p∑
i=2

i(i− 1)ait
i−2. (3.4)

The phaseφ(t) of a linear FM pulse is quadratic,

φ(t) = 2π
(
f0t +

µ

2
t2

)
+ φ0, −τ

2
≤ t ≤ τ

2
(3.5)

with chirp rateµ (Hz/s), center frequencyf0 (Hz), and phase offsetφ0 (rad) defined at the

temporal centert = 0 of a pulse of lengthτ . Applying Eq. 3.3 to Eq. 3.5, the instantaneous

frequencyf(t) = f0 + µt is swept linearly in time. Since SeaWinds adds a sinusoidally-

varying Doppler compensation bias to the carrier frequency, the phase of the transmitted

SeaWinds pulse is modeled as

φ(t) = 2π

[
fc + νc cos(2π

18

60
t + φc) +

µc

2
t

]
t + φ0, −τ

2
≤ t ≤ τ

2
, (3.6)

wherefc is the SeaWinds carrier frequency,νc andφc are the amplitude and phase offset

of the commanded Doppler, andµc is the nominal SeaWinds chirp rate. Since the CGS re-

ceives the transmitted waveform modulated by the Doppler effect, the phase of the received

waveform is modeled as that of the transmitted waveform whose time axis is scaled by the

compression factorα [10]:

φ(αt) = 2π

[
fc + νc cos(2π

18

60
αt + φc) +

µc

2
αt

]
αt + φ0, −τ

2
≤ t ≤ τ

2
(3.7)
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whereα = 1 + v
c

is assumed constant over each pulse, withv being the relative velocity

of an approaching target andc the speed of propagation. The SeaWinds pulse is modeled

as [11]

x(t) =
√

αA(αt)ejφ(αt) + η(t), (3.8)

whereA(t) is the signal magnitude andη(t) is complex white Gaussian noise. Using Eq.

3.7, it can be shown that the parameters we wish to estimate at the temporal center of each

pulse are

µ = α2
[
µc − 2π 18

60
νc sin(φc)

]
∈ [−251.644,−249.816] MHz/s

f0 = α [fc + νc cos(φc)] ∈ 13.402 GHz+ [−723, 723] kHz

φ0 = φ0 ∈ [−π, π] rad.

(3.9)

3.2 Discrete Analytic Signal

The signalx(t) of Eq. 3.8 is the complex equivalent of the real signal received

by the CGS. The complex representation is commonly used to obtain the signal phase

and amplitude [12]. However, since the CGS samples the received signal, a discrete-time

version of Eq. 3.8 must be formulated. Let

s[n] = A[n]ejφ[n], 0 ≤ n ≤ N − 1 (3.10)

x[n] = s[n] + η[n], 0 ≤ n ≤ N − 1, (3.11)

wheres[n] is the complex signal andη[n] is a realization of zero-mean complex white

Gaussian noise with varianceσ2
η. For simplicity, the time compression factorα is absorbed

into the magnitude and phase of Eq. 3.10.

The imaginary part of the complex signal is formed by shifting the phase of the real

signal by90◦ (quadrature method), or by forming the discrete analytic signal. An analytic

signal is defined as a signal without negative frequency components. True analytic signals

do not exist in discrete time; however, we call the discrete-time equivalent the discrete

analytic signal, or simply the analytic signal (in context). Two important properties of the

analytic signal are that the real part is equal to the original discrete-time sequence, and the

real and imaginary parts are orthogonal over the finite interval. To satisfy these constraints,

the positive spectrum is doubled and the negative spectrum is eliminated by forcing it to
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zero. Since the discrete-time spectrum is periodic, we actually create a one-sided periodic

spectrum.

Recall that the CGS causes a reversal in the frequency spectrum. To use the correct

spectrum for estimation, we introduce a modified discrete analytic signal that discards the

positive spectrum as opposed to the negative spectrum. Assuming N is even, the discrete-

time analytic signal is computed by performing a DFT (Sec. 3.4), modifying the spectrum

as [13]

X ′[k] =



X[0], k = 0

0, 1 ≤ k ≤ N
2
− 1

X[N
2
], k = N

2

2X[k], N
2

+ 1 ≤ k ≤ N − 1

(3.12)

and then performing an inverse DFT. This complex signal reveals the signal amplitude and

phase, which can be used to estimate signal parameters. For example, at sufficient SNR

quadratic regression on the unwrapped phaseφ[n] reveals estimates of chirp rate, center

frequency, and phase offset of the waveform.

3.3 Signal-to-Noise Ratio (SNR)

SeaWinds pulses are received by the CGS at various SNR depending on the align-

ment of the SeaWinds and CGS antenna beams. The SNR is determined by the received

signal power, the noise figure, and the receiver bandwidth [8]. Since SNR affects the ac-

curacy of parameter estimation, it is desirable to discriminate high-SNR pulses from those

of low SNR. To calculate average or instantaneous SNR, an estimate of the ambient noise

powerσ2
η in the captured data must first be obtained by sample averaging the power ofx[n]

over the intervals between pulses, wheres[n] = 0. This yields

σ̂2
η =

1

N

N−1∑
n=0

η[n]η∗[n]. (3.13)

To obtain the average SNR for each pulse, the average signal power is divided byσ2
η. The

average signal powerEs/N is the signal energyEs =
∑N−1

n=0 s[n] divided by the lengthN
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of the signal. It is first obtained by expanding the average received powerEx/N :

Ex

N
=

1

N

N−1∑
n=0

(s[n]s∗[n] + η[n]s∗[n] + s[n]η∗[n]︸ ︷︷ ︸
≈0

+η[n]η∗[n]) (3.14)

=
1

N

N−1∑
n=0

|s[n]|2 +
1

N

N−1∑
n=0

|η[n]|2 = Es/N + σ̂2
η. (3.15)

This results in the average SNR

SNRavg =
Es/N

σ̂2
η

=
Ex/N − σ̂2

η

σ̂2
η

. (3.16)

The instantaneous SNR at timen is simply the signal power divided by the noise power:

|s[n]|2

σ2
η

. (3.17)

SNR can also be given an alternative definition in different signal spaces, where the

SNR is only defined over the time-frequency region in which the signal resides [9]. For

example, a low-SNR signal that is buried in noise in the time domain may be transformed

into the frequency domain to reveal an identifiable tone. The SNR defined over the band-

width of the signal in the frequency domain is then higher than that observed in the time

domain since the bandwidth over which the SNR applies is narrowed. Likewise, as the

signal is transformed into the time-frequency plane, the SNR defined over the narrow time-

frequency region in which the signal resides is higher than the SNR defined over the entire

time-frequency plane. Our goal is to choose the signal space that maximizes the SNR over

the time-frequency region in which the signal resides, and then perform parameter estima-

tion of the signal within that space.

3.4 Discrete Fourier Transform (DFT)

Let a set ofK waveforms defined on the interval0 ≤ n ≤ N − 1 form the basis

B = {φ0[n], φ1[n], ..., φK−1[n]} of a signal space. If we project the signalx[n] onto each

of the basis functionsφk[n], we arrive at the signal space projectionX[k] = 〈x[n], φk[n]〉,

or the analysis equation

X[k] =
N−1∑
n=0

x[n]φ∗k[n] = φH
k x. (3.18)
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If we define the basis functions asφk[n] = 1√
N

ej2π k
N

n, we can construct an orthonormal

basis of complex exponentials equally spaced in frequency. The analysis equation then

becomes the unitary Discrete Fourier Transform (DFT)

X[k] =
1√
N

N−1∑
n=0

x[n]e−j2π k
N

n, (3.19)

wherek is the frequency bin index. Thus, we project a band-limited discrete-time signal

(an expansion of shifted sinc functions) onto a basis of complex exponentials. The spec-

trum (Fig. 3.1) reveals no information as to when these frequencies occur in time: the

time-changing signal spectrum is embedded in the phase of the DFT. Although this signal

space allows estimation of the signal bandwidth, it is difficult to track the instantaneous fre-

quency as it changes over time. However, this can be accomplished using time-frequency

transforms.

3.5 Spectrogram (|STFT|2)

Since complex exponentials are constant-frequency functions that are infinite in

duration, a basis set of these functions cannot model a time-changing signal spectrum.

One solution to this problem is to window the input signal so that only a portion of the

signal is observed, allowing estimation of the signal spectrum over short time intervals.

This imposes a piecewise stationary model of the data [14]. The discrete-time Short-Time

Fourier Transform (STFT) is defined as [15]

X[n, k] =
L−1∑
m=0

x[n + m]w[m]e−j2π k
N

m, 0 ≤ n, k ≤ N − 1, (3.20)

which is the DFT of the windowed signal. The STFT is a modification of the DFT which

provides time resolution at the expense of frequency resolution. The sliding window of

lengthL limits the interval over which the DFT is taken, effectively dividing the signal into

time segments so that a changing signal spectrum is observed. It can be interpreted as the

projection of the signal onto a basis set whose waveforms are of finite time duration [8].

The squared STFT results in the spectrogram, a plot of signal energy over the time-

frequency plane. Although one of the most widely known TFDs, the spectrogram has

disadvantages such as a lack of finite support (Fig. 3.2) and the inherent tradeoff between
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Figure 3.1: DFT magnitude of a high-SNR SeaWinds pulse generated from the modified
analytic signal. The top plot shows the received pulse; the bottom reveals the DFT magni-
tude. The modified analytic signal eliminates the lower half(0, 0.5) of the spectrum with-
out losing information since the spectrum is conjugate symmetric for real signals. Note
that the spectrum reveals the frequencies in the time interval over which the DFT is taken,
but no information is given as to when these frequencies occur within this interval; the
time-changing spectrum is not readily observable from the DFT.
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time and frequency localization due to the window function [12]. To balance time and

frequency resolution, it can be shown that the optimal length of a rectangular window for a

monocomponent signal of constant amplitude is [16]

Tw =
√

2

∣∣∣∣df(t)

dt

∣∣∣∣−1/2

, (3.21)

where f(t) is the signal IF. This minimizes the -3dB width of the ridge in the time-

frequency plane. For linear FM signals, this reduces to [16]

Tw =
√

2τ/B, (3.22)

whereτ is the pulse width andB is the pulse bandwidth. Using the nominal values in

Table 2.1, we haveTw = 89.3µs, or L = 463 samples. Although the lack of finite support

is noted, the STFT performs reasonably in resolving the chirped signal and displaying the

frequency spectrum as a function of time.

3.6 Wigner Distribution (WD)

The disadvantages of the STFT warrant the pursuit of other time-frequency trans-

forms. The Wigner distribution (WD) is a popular TFD well-known for its high resolution

and properties that are convenient to linear FM waveforms. The Wigner Distribution of the

analytic signal is known as the Wigner-Ville distribution. The WD is a joint time-frequency

energy distribution based on the marginal conditions [12] [16]. These properties simply

state that integrating the TFD with respect to time results in the power spectrum|X(f)|2,

while integrating with respect to frequency yields the instantaneous power|x(t)|2. Since

a window is not used in the WD, its resolution is not impeded by the limitations intro-

duced by a window function [17]. As a result, no tradeoff exists between time resolution

and frequency resolution inherent in “short-time” transforms [18]. The WD is designed to

handle monocomponent signals; if multicomponent signals are introduced, cross-term in-

terference occurs. However, since the SeaWinds scatterometer transmits a monocomponent

signal, this is not a concern. The WD is defined as

Wx(t, f) =

∫ ∞

−∞
x(t +

τ

2
)x∗(t− τ

2
)e−j2πfτdτ, (3.23)
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Figure 3.2: Spectrogram of the region surrounding the leading edge of a high-SNR Sea-
Winds pulse. The top plot shows the temporal region around the pulse’s leading edge; the
bottom plot is the Spectrogram of this region using an 89.3-µs window. The Spectrogram is
essentially the squared magnitude of the DFT of this window as it slides in time. Due to the
window, frequency localization is achieved at the cost of time localization, rendering the
beginning of the pulse irresolvable (lack of finite support). However, the instantaneous fre-
quency of the linear FM waveform is clearly observed. Note how random noise essentially
disappears by spreading over the time-frequency plane.
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which is the Fourier transform of the instantaneous autocorrelation function (IAF) [16]

Rx(t, τ) = x(t +
τ

2
)x∗(t− τ

2
). (3.24)

The IAF is the signal kernel of the WD and is derived such that a unit-amplitude monocom-

ponent signal yields a “knife-edge” delta function that tracks the instantaneous frequency

over time. To accomplish this, the kernel of the WD can be derived heuristically, explain-

ing that the Fourier transform of the signal kernelRx(t, τ) should yield the “knife edge”

δ(f − f(t)). Therefore,

Rx(t, τ) = F−1{δ(f − f(t))} = ej2πf(t)τ = ejφ′(t)τ . (3.25)

Sinceφ′(t) is obtained in continuous time by taking the derivative ofφ(t), the central finite-

difference (CFD) approximation

φ′(t) ≈ 1

τ

[
φ(t +

τ

2
)− φ(t− τ

2
)
]
, (3.26)

which is unbiased for linear FM signals, is used in discrete time. Substituting the CFD into

the signal kernel, and assuming a complex unit-amplitude monocomponent signalx(t) =

ejφ(t) we have [12] [16]

Rx(t, τ) = ejφ(t+ τ
2
)e−jφ(t− τ

2
) (3.27)

= x(t +
τ

2
)x∗(t− τ

2
). (3.28)

Attempts to create discrete-time versions of the Wigner Distribution have resulted

in implementations that suffer from inherent aliasing problems. To overcome aliasing, the

signal must be sampled at twice the Nyquist rate or the discrete analytic signal must be

used. A popular discrete-time implementation is the Discrete-Time Wigner Distribution

(DTWD)

Wx[n, k] = 2
∑
m

x(n + m)x∗(n−m)e−j4π k
N

m (3.29)

shown in Fig. 3.3.

3.7 Radon Transform of the WD

Since the WD is a density function of signal energy over the time-frequency plane,

integrating along all lines in the WD yields the maximum likelihood (ML) estimates of
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Figure 3.3: Discrete-Time Wigner Distribution (DTWD) of the leading edge of a high-SNR
SeaWinds pulse. The top plot shows the same temporal region found in Fig. 3.2 around
the pulse’s leading edge; the bottom plot is the DTWD of this region. The instantaneous
frequency of the signal is clearly visible, although the presence of a mirrored spectrum is
noted. The finite support of the transform clearly overcomes the temporal resolution deffi-
ciencies of the Spectrogram. Note how random noise also spreads over the time-frequency
plane.
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linear FM signal parameters in white Gaussian noise [18] [19]:

(µ̂, f̂)ML = arg max
µ,f0

∫
Wx(t, µt + f)dt. (3.30)

This is equated to the Radon transform of the WD by substitutingµ = − cot(θ)/2π and

f0 = r/2π sin(θ), which slices the WD at angleθ = arctan( −1
2πµ

), and scales the projection

axisr by 1
2π sin(θ)

[19].

The Radon transformg(r, θ) is the integral of a two-dimensional functionf(x, y)

over the line intervalp, which is parameterized by the perpendicular distancer from the

origin and inclination angleθ from the x-axis [20]. Lines inf(x, y) are mapped to points in

the Radon space(r, θ). Creating the rotated coordinate system(r, s), wherer = x cos θ +

y sin θ ands = −x sin θ + y cos θ, the Radon transform off(x, y) is [20]

g(r, θ) =

∫ ∞

−∞
f(r cos θ − s sin θ, r sin θ + s cos θ)ds,−∞ < r <∞, 0 ≤ θ < π (3.31)

wherer ands are thex andy axes rotated counterclockwise byθ radians (Fig. 3.4) [19].

Restriction of the line integration to specific regions [18] of support in the time-

frequency plane can dramatically alleviate computational cost of detecting or estimating

the parameters of linear FM waveforms. The region of support for SeaWinds parameters

µ andf0 can be determined from Table 2.2. Note that the received center frequencyf0

cannot change more than 5 kHz per PRI, which narrows the region of support on a pulse-

to-pulse basis. However, this optimization is highly dependent on accurately estimating the

parameters of the previous pulse, which is not always the case.

A convenient property of the Radon Transform of the WD is that it can be efficiently

implemented via a dechirping algorithm that does not require the direct calculation of the

WD [19] [21]. This is discussed in Sec. 4.3.3.

3.8 Summary

This chapter has introduced linear FM waveforms, the discrete analytic signal, and

several signal transforms. Since time-frequency transforms spread random noise over the

time-frequency plane, the effective SNR is increased, improving the potential accuracy of
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parameter estimates. In fact, the Radon transform of the WD is a maximum likelihood es-

timator of linear FM waveform parameters. With this knowledge we are ready to introduce

methods of estimating the parameters of linear FM pulses.
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Chapter 4

Estimation of Linear FM Pulse Parameters

This chapter describes the theory and limitations of estimation methods for linear

FM waveforms. Before frequency estimates can be performed, pulses must be located

by estimating their arrival times. This can be done by envelope detection. Once their

temporal locations are found, frequency estimation methods are performed over the width

of the pulse. Three frequency estimation methods include center frequency estimation by

DFT, quadratic regression on unwrapped signal phase, and a dechirping matched filter bank

which is equivalent to the Radon transform of the WD. These methods are unique in terms

of number of parameters estimated, computational intensity, and SNR performance.

4.1 Matched Filtering

A matched filter correlates a received signal with a signal we wish to detect (Fig.

4.1), providing the maximum possible output SNR when the received signal is corrupted

by white Gaussian noise [8]. Although computationally intensive, iterative matched filter

banks can locate the leading and trailing edges of each pulse, estimate the frequency con-

tent, and determine the total pulse power [22]. In addition, using a quadrature matched

filter, as opposed to an incoherent one, can increase the output SNR by 6 dB.

The matched filter can be viewed as the projection of a received signal onto a known

basis signalφ0, where the signalx[n] is convolved with the finite impulse response (FIR)

filter h[n] = φ0[N − 1− n], which is the time-reversal of the basis signal we are trying to

match. This results in the output convolution sum

X[k] =
N−1∑
n=0

x[n]h[k − n] =
N−1∑
n=0

x[n]φ∗0[N − 1− (k − n)] =
N−1∑
n=0

x[n]φ∗k[n], (4.1)
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Figure 4.1: Output of a filter matched to a SeaWinds pulse. The top plot reveals the trailing
edge of a high-SNR SeaWinds pulse; the bottom plot shows the output of the matched filter,
which is the correlation of the filter waveform and the received signal as a function of time.
The best match between the filter and the received signal occurs at the peak of the main
lobe in the matched filter output, where maximum correlation occurs. This peak occurs at
the trailing edge of the SeaWinds pulse. Negative correlation values occur when the phase
of the filter and the signal are mismatched.

whereφ∗k[n] = φ∗0[N − 1 + n− k]. The output of the filter at indexk = N − 1 is

X[N − 1] =
N−1∑
n=0

x[n]φ∗0[n], (4.2)

which is the cross correlation ofx[n] andφ0[n] [8] [23]. When the filter is matched to the

signal such thatx[n] = φ0[n], the output reaches its peak at2Es

σ2
η

, which simply a function

of the energy in the signal and does not depend on the waveform itself [11].

The matched filter requiresa priori knowledge of the transmitted waveform; other-

wise, the filter will not provide an optimal output SNR. Hence, its purpose is not intended

to measure signal parameters, but to detect known signals. However, estimation may be

implemented by using a bank of matched filters over a range of signal parameters and
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choosing the output which yields the highest match. The corresponding filter parameters

are the parameter estimates.

The output of a filter that is mismatched by a Doppler shift in the received linear

FM signal contains a time shift and broadening of the main peak, loss of SNR, and an

increase in nearby sidelobes [6]. This is caused by the Doppler effect, which moves part

of the signal spectrum outside of the passband of the matched filter [7]. The Woodward

ambiguity function is a tool designed to aid engineers in minimizing these effects. It is a

joint time-frequency correlation function that is essentially a matched filter bank where the

known signal is parameterized by time delayτ and Doppler shiftν. It is used to determine

resolvability of radar targets that are separated by time and frequency lags using a given

waveform. The Woodward ambiguity function is defined as [6] [17] [24]

χ(τ, ν) ,
∫ ∞

−∞
x(t +

τ

2
)x∗(t− τ

2
)e−j2πνtdt (4.3)

=

∫ ∞

−∞

∫ ∞

−∞
Wx(t, f)e−j2π(νt−τf)dt df (4.4)

which is the two-dimensional Fourier transform of the Wigner distribution. It can also be

defined as the projection of the received signal onto a basis signal that has been time and

frequency shifted

χ(τ, ν) ,
∫ ∞

−∞
x(t)x∗(t− τ)e−j2πνtdt. (4.5)

If the Doppler shiftν is set to zero, the cut along the ambiguity function is

χ(τ, 0) =

∫ ∞

−∞
x(t)x∗(t− τ)dt, (4.6)

which is the autocorrelation function (or the matched filter) of the signal. The squared mag-

nitude of the AF is termed the Ambiguity surface (AS), which forms a maximum likelihood

estimator for time delayτ and Dopplerν in radar applications:

(τ̂ , ν̂)ML = arg max
τ,ν
|χ(τ, ν)|2. (4.7)

Variances of the estimates are traditionally given by the -3dB widths of the peak of the

AS [17] [25].
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4.2 Arrival Time Estimation

Before estimates of frequency parameters at the temporal center of each pulse can

be obtained, pulse arrival times must first be found in order to define the temporal region

in which a pulse exists. Determining the pulse arrival time is complicated by noise. In fact,

the SNR can be so low that a pulse location cannot be identified in noise, even by envelope

detection. One possible way to reduce the effects of noise in the estimate of arrival time is to

dechirp the signal using the nominal chirp rateµ and an estimate of the center frequencyf0.

The result is filtered to remove noise outside the signal band, and then rechirped to obtain

a signal with higher SNR. Although this technique has the potential to remove some noise

from the signal (depending on the signal bandwidth), an estimate of the center frequency

is needed to correctly dechirp the signal. If the estimate is incorrect, the filtering process

can corrupt the signal instead of removing noise. An alternative to dechirping is envelope

detection. This can be used to obtain a rough estimate of arrival time.

Noise in the signal makes the problem of locating pulses nontrivial: simply defining

the pulse to start wherever the signal begins to have nonzero amplitude is not possible.

Thus, the edge of the noisy pulse must be defined in some other way. Since there is no

precise definition of the pulse boundary in the time or frequency domain, we must pick a

definition to be consistent.

We define the leading edge and trailing edge of the pulse as the boundaries of a

window of nominal pulse width over which the integrated signal power is maximized. Ar-

rival time is defined as the center of this window. A disadvantage of this definition is that

the SNR can get so low that the pulse locations become irresolvable by using a metric of

signal power.

First, the highest-SNR pulse within the captured data stream may be found by en-

velope detection, where the signal power is integrated along a sliding window of nominal

pulse. The highest apex (Fig. 4.2) in the output reveals the sample corresponding to the

trailing edge of the pulse. This technique was suggested by Anderson [2]. Although easy

to implement, this method requiresa priori knowledge of the pulse length, which may vary

slightly from its assumed value. However, the length may be estimated by determining

boundaries of high-SNR pulses relatively near the pulse under consideration. Obviously,
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Figure 4.2: Trailing edges of SeaWinds pulses obtained by using an “integrate and dump”
incoherent matched filter. The power of the received signal (top) is summed over a slid-
ing window of nominal pulse width. The bottom plot shows the output of the incoherent
matched filter, indicating estimated trailing edges.

this can lead to inaccurate estimates of the locations of the leading and trailing edges of the

pulse.

A very efficient algorithm for this method may be constructed as follows. Only one

initial sum of the firstN power samples is needed. As the window of summation is shifted

across the data sequence, only one addition (of the next power sample at the trailing edge of

the wind) and one subtraction (of the power sample before the leading edge of the window)

is needed to compute the total signal power over the sliding window.

Although envelope detection may be used under high-SNR conditions, the perfor-

mance of this technique to estimate arrival times dramatically deteriorates below 0 dB (see

Fig. 4.3). When this technique fails, the arrival times of low-SNR pulses can be estimated

by determining the temporal locations of high-SNR pulses in a SeaWinds sweep and then

inferring the locations of the low-SNR pulses between sweeps using an estimated PRI. This
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Figure 4.3: Monte Carlo simulation of arrival time estimation by envelope detection. The
trailing edges of linear FM pulses are estimated using an “integrate and dump” filter of
lengthN = 7755. SNR performance is evaluated from -20 to 20 dB using 10 realizations
of white Gaussian noise per SNR increment. The majority of errors occur below 5 dB.
Below 0 dB, the method completely fails, leading to sporadic and unreliable arrival time
estimates.

assumes the actual PRI deviates only slightly from the approximated PRI due to the change

in distance between the CGS and SeaWinds during a flyby. One shortfall of this method

is that it estimates the locations of a series of pulses instead of individual ones, assuming

individual pulses are perfectly periodic according to the estimated PRI. However, this is the

best we can do at low SNR.

4.3 Frequency Estimation

Once the pulse is located and its temporal boundaries determined, the chirp rate

and center frequency can be estimated. The parameter of interest is the center frequency

since it readily reveals Doppler. This is accomplished by three methods: DFT integration,

quadratic regression on signal phase, and a dechirping matched filter bank.
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4.3.1 Estimation of Center Frequency by DFT

The simplest estimation method uses the bandwidth of the DFT to infer center fre-

quency within 700 Hz. Once the DFT is obtained, the maximum frequency within a linear

FM pulse may be calculated by integrating the DFT magnitude along a sliding frequency

interval whose width is the nominal 375-kHz bandwidth. The location of the resulting peak

(Fig. 4.4) reveals the trailing edge of the pulse spectrum, corresponding to the maximum

frequency of the pulse. This maximum frequency is an estimate of the initial frequency,

from which the center frequency can be deduced. One disadvantage of this technique is

that its performance is highly dependent on the SNR in the frequency domain since it does

not model the signal parametrically. Additionally, its resolution is determined by the den-

sity of frequency bins in the DFT (about 700 Hz for SeaWinds pulses). Fig. 4.4 shows

the performance of the estimator degrades significantly below 0 dB. Anderson performed

this method and then used resolution enhancement techniques in an attempt to increase the

accuracy of the estimates [2].

4.3.2 Quadratic Regression on Unwrapped Signal Phase

Another frequency estimation technique involves modeling the signal phase after it

has been unwrapped. Phase unwrapping is necessary to recover the signal phase from the

wrapped phase that is inherent in discrete-time sampling [26]. The wrapped phase of the

analytic chirp signalx[n] may be obtained by taking the arctangent between the real and

imaginary parts

∠x[n] = φ[n] = arctan
Im{x[n]}
Re{x[n]}

(4.8)

where the range of the multivalued inverse tangent is from(−π, π]. Unwrapping the phase

is accomplished by adding±2π when the absolute differences between sequential phase

values are greater thanπ radians. As a result, phase unwrapping is prone to offset errors

of ±2π radians which can propagate through the unwrapping process. This is easy to un-

derstand in terms of a phasor in a noise cloud. When the noise variance allows the noise

cloud to encompass the origin, the phasor can change direction erratically [26]; however,

this phase change cannot be distinguished from branch cuts in the complex plane, resulting
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Figure 4.4: DFT method of estimating pulse center frequencyf0. The DFT magnitude of
the analytic signal is convolved with a boxcar of the nominal pulse bandwidth (375 kHz).
This implements an “integrate and dump” filter on the magnitude of the signal spectrum,
summing the spectrum magnitude over a sliding window. The center frequency is deduced
by computing the maximum frequency at the trailing edge of the band and subtracting half
the pulse bandwidth (187.5 kHz).
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Figure 4.5: Monte Carlo simulation of center frequency estimation using the DFT method.
The limited resolution of the DFT method (approxmiately 700 Hz) is noted by the equally-
spaced gaps between the estimates along the frequency axis. This is caused by the DFT,
which inherently transforms a discrete signal into discrete frequencies. The method is
accurate to within±1 kHz at 20 dB SNR, with large error variance below 0 dB.
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Figure 4.6: Unwrapped phase of a high-SNR SeaWinds pulse. The top plot shows the linear
FM pulse as a function of time; the bottom plot reveals the unwrapped phase obtained from
the modified analytic signal. The unwrapped phase of the waveform has negative slope and
is quadratic, consistent with results expected for a linear FM downchirp.

in a±2π error in phase. As such, an SNR above 8 dB [27] and sufficiently dense sam-

pling are desired to accurately unwrap the phase of the signal. The unwrapped phase of

a linear FM waveform is quadratic corresponding to linear instantaneous frequency (Fig.

4.6). Once the unwrapped phase has been obtained, it may be modeled as a polynomial,

from which the signal parameters may be extracted. Under high-SNR conditions, three

phase parameters of a linear FM pulse may be estimated by applying a least-squares ap-

proximation to the unwrapped signal phase. This is possible by converting the additive

noiseη[n] in the received waveform into an additive phase noisew[n] [27] [28] such that

φ(t) = 2π
(

µ
2
t2 + f0t

)
+ φ0 + w(t).

Applying quadratic regression reveals the chirp rateµ (Hz/s), center frequencyf0

(Hz), and phase offsetφ0 (rad). To apply regression to the quadratic phase, we model the
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discrete phase as

φn ≈ φ0 + 2πf0tn + πµt2n, −τ

2
≤ tn ≤

τ

2
, (4.9)

wheretn is the time at samplen, and create a matrix ofN rows, corresponding to the

number of samples:


φ0

φ1

...

φN−1

 =


φ0 + 2πf0t0 + πµt20

φ0 + 2πf0t1 + πµt21
...

φ0 + 2πf0tN−1 + πµt2N−1

 +


e0

e1

...

eN−1

 . (4.10)

If we let

φ =


φ0

φ1

...

φN−1

 , A =


1 2πt0 πt20

1 2πt1 πt21
...

...
...

1 2πtN−1 πt2N−1

 , c =


φ0

f0

µ

 , e =


e0

e1

...

eN−1

 , (4.11)

Eq. 4.10 becomes

φ = Ac + e. (4.12)

To obtain the best least-squares estimate of the parameter vectorc (which lies in the range

space ofA), we projectφ onto the range ofA, such thatc = (AHA)−1AH , and obtain the

phase esimatêφ = Ac.

An equivalent technique is to apply a least-squares approximation to the zero-

crossing timestk of the signal, where the subscriptn has been replaced withk to indicate

zero-crossingsk instead of samplesn. Notice that the phase vectorφ is easily found by

setting the phase argument equal to odd multiples ofπ
2
, φk = (2k + 1)π

2
, which correspond

to the zero-crossings of a cosine. First, however, the zero-crossing timestk must be ob-

tained. A zero-crossing must occur somewhere between coupled samples that are opposite

in sign. Using the point-slope equation

xn+1 − xn = m(tn+1 − tn), (4.13)

wherexn is the real signal,m is the linearly interpolated slope, andtn is the sample time,

we calculate the slopem between samplesn andn+1 and use the slope-intercept equation
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Figure 4.7: Monte Carlo simulation of chirp rate and center frequency estimates using
quadratic regression on unwrapped phase. The top plot shows error in chirp rate estimates
as a function of SNR; likewise, the bottom plot indicates error in center frequency esti-
mates. The synthetic linear FM waveforms are generated using the nominal SeaWinds
parameters for chirp rate (µ = −250.73 MHz/s) and center frequency (f0 = 3.875 MHz)
over 10 realizations at each SNR level, simulated by adding white Gaussian noise. Al-
though both estimates start to converge to their true values above 8 dB SNR (which is
consistent with results obtained by Djurić and Kay [27]), the estimates only completely
converge above 11 dB due to errors in phase unwrapping. Estimates unaffected by unwrap-
ping errors are accurate to within±5 kHz. This is a significant improvement over the DFT
method; however, since it is only usable above 8 dB SNR (which is frequently above the
SNR of most SeaWinds pulses), it is not well suited to use in estimating SeaWinds phase
coefficients.
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Figure 4.8: Monte Carlo simulation of quadratic regression on zero crossings. The syn-
thetic waveforms used in this simulation are identical to those used in the simulation of
Fig. 4.7, as is the layout of the plots. Since the zero-crossings are computed from the
real signal, the estimates correspond to the first half of the signal spectrum (which is the
wrong spectrum due to undersampling) such thatµ = 250.73 MHz/s andf0 = 1.3125
MHz. These differences are taken into account in the above plots. Error variance depends
on the existence of zero-crossing errors. If zero-crossing errors do not occur, the method
estimates the center frequency to within±5 kHz. The estimates begin to converge to the
true values above 7 dB, doing so completely above 10.5 dB.
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m(tk − tn) + xn = 0 to obtain the linearly interpolated zero-crossing timetk = tn −

xn/m. Linear interpolation may be justified by observing the linear portion of the cosine

function near the zero-crossings of the waveform. Interpolation accuracy may be increased

by upsampling the waveform to a higher sampling rate. This allows the estimation of zero

crossings to be more accurate by linearly interpolating between samples that are closer to

the linear portion of the sinusoidal waveform.

Recall that the cosine function contains zero-crossings at odd multiples ofπ
2
. It

is imperative to distinguish between the zero-crossing atπ
2

and that at3
2
π, in order to

avoid phase errors ofπ radians. This distinction is easily made by noticing that the cosine

function at theπ
2

zero-crossing has a negative slope while at3
2
π it has a positive slope.

Regression on signal phase is difficult to perform at low SNR. Monte Carlo simula-

tions of phase regression using phase unwrapping (Fig. 4.7) and zero-crossings (Fig. 4.8)

reveal very demanding SNR requirements for reliable estimates. This limits their useful-

ness. Although the method is more complex and computationally intensive than the DFT

method, its results are much more accurate for SNR above 8 dB. Additionally, the chirp

rate and phase coefficients are jointly estimated with the center frequency, which creates

an estimate of the entire signal phase.

4.3.3 Dechirping Matched Filter Bank

The maximum likelihood estimator of linear FM signal parametersθ = [µ f0]
T

in complex white Gaussian noise (CWGN)η[n] with varianceσ2
η consists of dechirping

the signal over a range of these parameters. The probability density function (pdf) of the

random variableX[n] is

fX(x[n]; θ) =
1√
2πσ

exp
−(x[n]− s[n; θ])2

2σ2
. (4.14)

Since the random noise sequence is independent and identically distributed, the covariance

matrixC = σ2I is diagonal, and the likelihood function becomes the multivariate Gaussian

pdf

fX(x; θ) =
N−1∏
n=0

fX(x[n]; θ) (4.15)
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=
1

(2π)
N
2 |C| 12

exp

[
−1

2
(x− s)HC−1(x− s)

]
(4.16)

=
1

(2πσ2)
N
2

exp

[
− 1

2σ2

N−1∑
n=0

|x[n]− s[n]|2
]

. (4.17)

To estimate the parametersθ, the log-likelihood functionΛ(θ, x) = log fX(x; θ) is maxi-

mized by minimizing(x−s)H(x−s). It can be shown that the ML estimate ofθ is [29] [30]

θ̂ = arg max
θ

∣∣∣∣∣
N−1∑
n=0

x[n]e−j2π(f0n+µ
2
n2)

∣∣∣∣∣
2

, (4.18)

which results in a coarse search over the parameters for the best correlated match between

the received signal and a linear FM pulse [29] (See Fig. 4.9).

The Cramer-Rao Bound (CRB) for each parameter is inversely proportional to SNR

(σ2
η/A

2) and depends on the initial samplen0. When the sequences are centered around

n = 0, such thatn0 = −(N − 1)/2, the CRBs are minimized and given by [27]

σ2
µ̂ ≥

σ2
η

A2
1
π2

90
N(N2−1)(N2−4)

σ2
f̂
≥ σ2

η

A2
1
π2

3
2N(N2−1)

.
(4.19)

At sufficient SNR, the ML estimator meets these bounds asymptotically [29] (See Fig.

4.10). By comparing Monte Carlo simulations, the dechirping method outperforms the

DFT method at all SNR levels and performs better than the phase regression method for

SNR below 8 dB.

Although error variance starts to increase significantly below -12 dB, the estimate

error is still within±50 Hz at -12 dB. The price of this performance is the heavy computa-

tional intensity of the algorithm, where a coarse grid must be computed and searched.

The Radon Transform of the WD (Sec. 3.7) has been shown to be equivalent to

dechirping [19] [21]

g(r, θ) =

∫
Wx(t, f0 + µt)dt =

∣∣∣∣ 1√
2π

∫
x(t)e−j2π(f0t+µ

2
t2)dt

∣∣∣∣2 ∣∣∣µ=− cot(θ)/2π

f0=r/2π sin(θ)
. (4.20)

In discrete time, we have

∑
n

W e
x(n, f0 + µn) =

∣∣∣∣∣ 1√
N

N−1∑
n=0

x[n]e−j2π(f0n+µ
2
n2)

∣∣∣∣∣
2

(4.21)
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Figure 4.9: Output of dechirping matched filter bank parameterized by chirp rateµ and
center frequencyf0. A 0-dB synthetic linear FM pulse is generated using the nominal Sea-
Winds parametersµ = −250.73 MHz/s andf0 = 3.875 MHz. Eq. 4.18 is implemented
by projecting the signal onto each waveform in the filter bank. A coarse search over the
parameter grid finds the maximum correlation between the signal and one of the functions
in the filter bank. The parameters of this matching function are then accepted as the param-
eter estimates. In this plot, the maximum correlation occurs at the center of the main lobe
indicated in dark red . This main lobe contracts as the signal length is increased, allowing
more accurate estimates of longer signals.
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Figure 4.10: Monte Carlo simulation of chirp rate and frequency estimates using the
dechirping matched filter bank method. The top plot shows error in chirp rate estimates
as a function of SNR; the bottom plot indicates error in center frequency estimates. At
each SNR level, 10 realizations of synthetic linear FM waveforms were generated by
adding white Gaussian noise to pulses with nominal SeaWinds parameters for chirp rate
(µ = −250.73 MHz/s) and center frequency (f0 = 3.875 MHz). The SNR performance is
exceptional. At 20 dB, the estimates are accurate to within±2 Hz; at -20 dB, the estimates
are still within±80 Hz. The performance of the estimator deteriorates gradually with SNR,
experiencing no threshold effect like that of the DFT or phase regression methods.
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whereW e
x is the Extended Discrete-Time WD defined as

W e
x(n, f) =

∑
k:n± k

2
∈Z

x[n +
k

2
]x∗[n− k

2
]e−j2πfk, n ∈ Z

2
. (4.22)

Hence, integrating all lines in the time-frequency plane is statistically equivalent

to dechirping the signal over a matched filter bank. Although dechirping may be more

efficient than computing the WD and then integrating along all lines in the TF plane, it still

poses a heavy computational burden.

4.4 Summary

The optimal estimation of chirp rate and center frequency is performed by project-

ing the signal onto a matched filter bank and obtaining the parameter estimates that yield

maximum correlation with the received signal. The disadvantage of this method is its com-

putational intensity. For signals that meet a high SNR threshold, quadratic regression on

signal phase is an acceptable suboptimal method. The DFT method is the least compu-

tationally complex, and also the least accurate. It should only be employed as a rough

estimate when accuracy is not an issue.

These methods are all based on the assumption that the pulse boundaries are accu-

rately known. At low SNR, pulse arrival times must simply be inferred from surrounding

high-SNR pulses and an estimated PRI. If this assumption is inaccurate, the frequency es-

timates of all our methods yield inaccurate results because the estimated temporal centers

of the pulses are in error. The application of these methods to real SeaWinds data is shown

in Chapter 5.

46



Chapter 5

Results

This chapter applies the frequency estimation methods of Chapter 4 to real Sea-

Winds data captures. Before the estimation methods can be performed, pulse arrival times

must first be estimated. Doppler compensation and Doppler shift may then be resolved

through a model that separates the two parameters. The performance of the Doppler model

using each estimation method is analyzed. Limitations in sample rate and arrival time esti-

mation impede further performance enhancement.

5.1 Sample Rate Limitations

Since many pulses in captured SeaWinds transmissions have low SNR, high-SNR

pulses that occur during sweeps are located first using envelope detection. From these ref-

erence pulses, the locations of pulses with low SNR can be deduced using an estimated

PRI that is updated from sweep to sweep. Although the accuracy of pulse centers obtained

from this technique is difficult to verify, it is probably the best we can do to estimate the

pulse locations. Resolution of these arrival time estimates is limited by the sample rate of

the CGS. This, in turn, limits the resolution of center frequency estimates. At a sample rate

of 5.1875 MSPS, the center frequency estimated by an ideal estimator changes by approxi-

mately 48 Hz for every sample that the estimated pulse center deviates from the actual pulse

center. This can be shown by dividing the nominal pulse bandwidth by the pulse width (in

samples). Although this has little effect on the DFT method, the dechirping method is ham-

pered by this limitation. As a result, its performance does not achieve its potential; to do

so would require a higher sample rate and more accurate methods to estimate pulse arrival

times. Nevertheless, dechirping still produces more accurate results than other techniques.
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5.2 Initial Estimates

Recall that the SeaWinds Doppler compensation algorithm is designed to cancel the

two-way Doppler effect in the received RCS backscatter by varying the Doppler compen-

sation sinusoidally as a function of the 18-rpm antenna rotation. Hence, the CGS observes

the sum of the two-way commanded Doppler compensation and the one-way Doppler shift

caused by the QuikSCAT satellite approaching (or receding) from the CGS. This causes a

sinusoidal oscillation and a bias in the observed center frequencies of consecutive pulses

(Fig. 5.1). After the center frequency estimates, the next task is to estimate the Doppler

compensation and Doppler shift. In order to estimate the Doppler shift and the amplitude

of the Doppler compensation sinusoid from the sequence of received center frequencies, a

model must be imposed on the data.

5.3 Separation of Doppler Compensation and Doppler Shift

Since the relative velocity of the satellite with respect to the CGS compresses re-

ceived pulses along the time axis (byα), Doppler shift is observed in data received from the

SeaWinds instrument. The center frequency of each SeaWinds pulse received by the CGS

is dependent on the phase of the Doppler compensation algorithm and the time compression

factorα. From Eq. 3.7, the center frequency is

f0 = [fc + νc cos(φc)]α = fc + νc cos(φc) + νd, (5.1)

which is the sum of the nominal carrier frequencyfc, Doppler compensationνc cos(φc),

and Doppler shiftνd. The Doppler shift is then

νd = [fc + νc cos(φc)](α− 1) (5.2)

at pulse center. To resolve estimates of Doppler compensation and Doppler shift, these

parameters must be separated from the received center frequencyf0. To do so, a nonlinear

least-squares approximation can be used to fitf0 to Eq. 5.1, revealing estimates ofνc and

νd. First, however, the Doppler shift must be modeled.

An approximation to the Doppler shift for LEO satellites can be parameterized by

the minimum zenith angleθmin and the angular velocity of the satellite [31].θmin is ob-

tained by measuring the angle to the satellite at the zero-Doppler instant, where the satellite
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Figure 5.1: Three plots showing SNR (top), chirp rate (middle), and deviation from nominal
center frequency (bottom) for each pulse in a capture of 3 SeaWinds sweeps from one pass
in September 2002. The SNR is calculated by computing the ratio of average pulse power to
average noise power over an interval where no pulses occur. The envelope of the SeaWinds
antenna pattern can be seen in the SNR plot. The chirp rate and frequency estimates are
obtained using the dechirping method. Estimates of the chirp rate hover around the nominal
-250.73 MHz/s. The majority of the pulses above -9 dB yield frequency estimates that track
a sinusoid. The sinusoidal oscillation is caused by the commanded Doppler compensation
algorithm.
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Figure 5.2: Simplified geometry of the SeaWinds scatterometer and the CGS during a flyby.
Instead of accounting for the curvature of the satellite orbit, the satellite is assumed to fly
a straight path over the CGS. Although this assumption is only approximate, it greatly
simplifies modeling the Doppler effect for a small, 10-s interval when the CGS captures
SeaWinds transmissions.

is closest in range to the CGS. However, since the main constraint in Eq. 5.1 isνc, the equa-

tion of νd can be simplified due to the short time interval over which the center frequencies

are observed. For our purposes of modeling the Doppler shift, a simplified expression

of the relative velocity of SeaWinds with respect to the CGS is obtained by assuming a

straight trajectory of the QuikSCAT satellite over the CGS during a flyby (Fig. 5.2). This

approximation is fairly accurate over this short time interval. The range to the satellite is

r(t) =
r0

cos θ(t)
, (5.3)

wherer0 = r(0) is the closest distance that the satellite approaches the CGS. This value

is approximately 800 km for flybys directly over the CGS, but usually is more since the

satellite usually does not pass directly over it. Knowingr(t), the relative velocity with
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respect to the CGS is

v = −dr(t)

dt
= − d

dt

[
r0

cos θ(t)

]
= −r0 tan θ(t) sec θ(t)

d

dt
θ(t). (5.4)

The Doppler compensation biasνc cos(φc) has a negligible effect (νc � fc) in Eq. 5.2.

Therefore, we eliminate the Doppler compensation term and substitute Eq. 5.4, yielding

νd ≈ fc(α− 1) = fc
v

c
= −fc

c
r0 tan θ(t) sec θ(t)

d

dt
θ(t). (5.5)

Sincetan θ(t) = x(t)
r0

, we have

θ(t) = arctan
−x(t)

r0

(5.6)

d

dt
θ(t) =

−v0

r0

1

1 +
(
−x(t)

r0

)2 . (5.7)

Assuming the flat-Earth satellite ground track isx(t) = v0(t − t0), where the satellite

velocity isv0 = 7.4 km/s andt0 is the zero-Doppler instant, we obtain a simplified equation

to approximate the observed Doppler shift

vd ≈ −
fcv0

cr0

x(t)

1 +
(
−x(t)

r0

)2 sec

[
arctan

(
−x(t)

r0

)]
. (5.8)

We are now ready to separate Doppler compensation and Doppler shift from the center

frequencyf0. Substituting Eq. 5.8 into Eq. 5.1, we obtain

f0 = fc + νc cos(φc)−
fcv0

cr0

x(t)

1 +
(
−x(t)

r0

)2 sec

[
arctan

(
−x(t)

r0

)]
. (5.9)

A nonlinear least-squares approximation is then used to fit the sequence of received center

frequencies to this model, revealing estimates of Doppler compensation and Doppler shift.

5.4 Comparison of Estimation Methods Used by the Doppler Model

Performance of the Doppler model using three estimation methods is compared

using a September 2002 data set. The performance of this model is affected by the accuracy

of the center frequencies estimated and the number of pulses included in the nonlinear

regression of the model.
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Figure 5.3: Number of pulses in a 10-s capture considered in the Doppler model as a
function of SNR threshold. The outer beam of this data set yields only 157 pulses with SNR
greater than -5 dB (out of a nominal 925). Since the performance of estimation methods is
degraded at low SNR, an SNR threshold is used to select pulses for a model that separates
the Doppler compensation and Doppler shift parameters. This threshold is necessary to
exclude inaccurate frequency estimates from inclusion in the Doppler estimates.

Since the SeaWinds instrument illuminates the CGS in sweeps, many of the pulses

in CGS captures have low SNR. Figure 5.3 shows the number of pulses that the Doppler

model considers as a function of the SNR threshold for a sample data set. This shows that

the majority of pulses have SNR below -5 dB. In Chapter 4 the accuracy of the DFT is

shown to degrade to±10 kHz at this SNR. The high SNR requirement of the phase re-

gression method prohibits it from using a large number of pulses for estimation of Doppler

paramaters. Since the dechirping method has excellent peformance at low SNR, incorpo-

ration of the dechirping method in the Doppler model is expected to yield less variance in

modeling error.

Results of the Doppler model obtained using the DFT method are shown in Fig.

5.4. The DFT method includes 136 pulses using a -3 dB SNR threshold, since below this
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Figure 5.4: Results of performing the DFT method on SeaWinds pulses. The top plot
indicates the computed SNR of each pulse. The middle plot shows the deviation of the
received center frequencyf0 of each pulse from the nominal center frequencyfc = 13.402
GHz. These frequencies are then modeled as described in Sec. 5.3, yielding estimates
of maximum Doppler compensationνc and Doppler shiftνd. The bottom plot reveals the
deviation of the center frequencies from the fitted model. Since the resolution of the DFT
is approximately 700 Hz, the standard deviation of the model error is the highest among the
three presented methods. Note that many low-SNR pulses (indicated in red) yield sporadic
frequency estimates using the DFT method.

threshold the estimate quality deteriorates. The Doppler model estimates the amplitude of

the Doppler compensation sinusoid to beνc = 480.52 kHz. This is close to the nominal

480 kHz. The Doppler shift is estimated to beνd = 222.30 kHz. A slightly attenuated

Doppler is explained by SeaWinds not passing directly over the CGS, decreasing the rela-

tive velocity of the satellite. The difference between the frequency estimates and the model

is rather high at a standard deviation of 2.09 kHz. This is explained by the low resolution

of the DFT method.

The performance of the Doppler model using the phase regression method is shown

in Fig. 5.5. Due to the dependence of phase regression on SNR, the Doppler model is
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Figure 5.5: Results of performing the phase regression method on SeaWinds pulses. All
three plots are in the same format as Fig. 5.4. Since this method does not work below 8 dB,
only very few pulses are included in the Doppler model, leading to less reliable estimates
of Doppler compensation and Doppler shift. However, the model error has decreased from
that given by the DFT method.

restricted to pulses with SNR greater than 8 dB. As such, only 50 pulses are considered.

The Doppler model estimatesνc = 457.03 kHz andνd = 198.38 kHz. Even though the

standard deviation of the model error is 0.67 kHz, too few pulses are included in the data

model to yield an accurate estimate of the Doppler parameters.

Since the dechirping method yields the best performance under low-SNR condi-

tions, more pulses can be included in the Doppler model (Fig. 5.6). The SNR threshold is

lowered to -6 dB, incorporating 180 pulses. Lowering the threshold beyond -6 dB results

in outlier frequency estimates, severely corrupting the Doppler model. The Doppler model

estimates the Doppler compensationνc = 484.00 kHz and Doppler shiftνd = 225.86 kHz,

which is very close to estimates obtained by using the DFT method. The standard deviation

of the center frequency estimates from the Doppler model (0.99 kHz) is less than half that
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Figure 5.6: Results of performing the dechirping matched filter bank method on SeaWinds
pusles. All three plots are in the same format as Fig. 5.4. Since the dechirping method is
accurate and has no SNR threshold where estimator performance dramatically deteriorates,
pulses at lower SNR are included in the Doppler model. This results in the inclusion of
more data points, increasing the accuracy of the model estimates. Even with more data
points at lower SNR, model error decreases compared to other methods. These results
generally agree with the DFT method but have lower Doppler error.

obtained from the DFT method, even though more points are included than the number in-

cluded by the DFT method. As expected, the dechirping method outperforms the DFT and

phase regression methods. However, its accuracy is affected by precision of arrival time

estimates, which are limited by sample rate. This limits the resolution of any frequency

estimation method to at least 48 Hz of resolution.

The performance of the Doppler model is better determined by evaluating the esti-

mation methods over a range of SNR. Standard deviation of the center frequency estimates

from the Doppler model are shown in Fig. 5.7 for each method. Use of the DFT method in

the Doppler model leads to model convergence above -5 dB SNR with standard deviation

between 1 and 2 kHz. Use of the model with the phase regression method does not begin
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Figure 5.7: Standard deviation of center frequency estimates from the Doppler model as
a function of SNR using the September 2002 data set. The three plots to the right are the
same plots to the left with axes changed to examine the SNR intervals where the center fre-
quency estimates converge to the Doppler model. The top plots reveal the performance of
the Doppler model in fitting estimates obtained by the DFT method; the middle plots corre-
spond the phase regression method; and the bottom plots are obtained using the dechirping
method.

to converge until about 5 dB SNR with a standard deviation of approximately 2 kHz. The

number of pulses considered in the model is halved at 5 dB SNR compared to the number

considered at -5 dB. As a result, very few pulses are included in the Doppler model, lead-

ing to questionable outcomes. Use of the dechirping method leads to a Doppler model that

converges above -6 dB with standard deviation below 1 kHz. This method yields the low-

est variance. Estimates of Doppler compensation and Doppler shift yield the same trends

(Fig. 5.8). The DFT and dechirping methods yield reasonable results when enough pulses

are included, while the phase regression method cannot use enough pulses to accurately

estimate Doppler parameters.
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Figure 5.8: Doppler compensation and Doppler shift estimates as a function of SNR thresh-
old using the September 2002 data set. The DFT method reveals a stable model estimate of
Doppler compensation and Doppler shift between -5 and -2 dB SNR. However, the phase
regression method does not reveal a consistent estimate at any SNR. The dechirping method
converges for SNR between -6 and -2 dB.
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Table 5.1: Comparison of SeaWinds Performance over Time using CGS Data Sets

Start Time (UTC) Beam Pulses σ (kHz) νc (kHz) νd (kHz)

2002/09/30 12:34:22 Outer Approaching 149 0.82 479.63 221.63

2002/09/30 12:38:31 Outer Receding 151 0.87 480.11 -230.27

2002/09/30 12:34:45 Inner Approaching 119 4.45 437.41 194.70

2002/09/30 12:38:09 Inner Receding 138 1.02 434.07 -212.31

2003/01/24 01:29:28 Outer Approaching 144 0.75 483.43 211.17

2003/01/24 01:33:32 Outer Receding 161 0.80 484.19 -214.91

2003/01/24 01:30:09 Inner Approaching 184 0.74 431.25 166.82

2003/01/24 01:33:09 Inner Receding 129 2.33 428.86 -199.76

2004/07/08 01:19:22 Outer Approaching 134 0.70 483.84 154.91

2004/07/08 01:22:26 Outer Receding 158 0.69 484.42 -165.29

2004/07/08 01:20:17 Inner Approaching 163 1.61 432.63 71.53

2004/07/08 01:21:31 Inner Receding 169 0.72 431.53 -77.19

5.5 Evaluation of SeaWinds Performance over Time

Of the three estimation methods, the dechirping method is the most accurate. It

is chosen to evaluate SeaWinds performance over a two-year span. Due to computational

intensity and lack of resources at this time, data observation is limited to three data sets

from September 2002, January 2003, and July 2004. These dates were chosen to provide

sufficient coverage of the SeaWinds instrument over the last two years. A later date in 2003

is not available since the CGS was configured to receive data from SeaWinds on ADEOS-II

during that year.

Table 5.1 shows the results of the Doppler model using the dechirping method on

three data sets with an SNR threshold of -4 dB. These values were generated from the

models shown in Figs. 5.9 to 5.14, which show the inner and outer beams approaching and

receding from the CGS. The magnitude of the Doppler compensation sinusoid nominally

approaches values of 480 kHz for the outer beam and 430 kHz for the inner beam. However,

the Doppler shift values can vary widely due to the orbital geometry of the satellite with

respect to the CGS. Doppler shifts are not expected to exceed a magnitude of 240 kHz for

the outer beam and 215 kHz for the inner beam.
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Figure 5.9: Outer beam approaching and receding from the CGS in September 2002.
Doppler shiftνd is positive when the beam approaches the CGS and negative when it
recedes. As SeaWinds flies by, the CGS is generally illuminated at points of maximum
Doppler compensation. In this capture, the amplitude of the Doppler compensation sinu-
soid is approximatelyνc = 480 kHz, the nominal value for the outer beam. The difference
between the magnitude of the Doppler shifts is only 8.64 kHz.
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Figure 5.10: Inner beam approaching and receding from the CGS in September 2002. The
amplitude of the Doppler compensation sinusoid is approximatelyνc = 436 kHz, close
to the nominal value ofνc = 430 kHz for the inner beam. The difference between the
magnitude of the Doppler shifts is 17.61 kHz.
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Figure 5.11: Outer beam approaching and receding from the CGS in January 2003. In this
capture, the amplitude of the Doppler compensation sinusoid is approximatelyνc = 484
kHz, near the nominal value for the outer beam. The difference between the magnitude of
the Doppler shifts is only 3.74 kHz.

61



1 2 3 4 5 6 7 8 9
−40

−20

0

20

40
Dechirping Method − Inner Beam Approaching, 2003/01/24

S
N

R
 (d

B
)

184 pulses w/ SNR > −4 dB

1 2 3 4 5 6 7 8 9

−5

0

5

x 105

f 0 −
 f c (H

z)

ν
c
=431.25 kHz

ν
d
=166.82 kHz

1 2 3 4 5 6 7 8 9
−2000

−1000

0

1000

2000

M
od

el
 E

rr
or

 (H
z)

Time (s) after 1:30:9.0 UTC

σ = 0.74 kHz

1 2 3 4 5 6 7 8 9
−40

−20

0

20

40
Dechirping Method − Inner Beam Receding, 2003/01/24

S
N

R
 (d

B
)

129 pulses w/ SNR > −4 dB

1 2 3 4 5 6 7 8 9

−5

0

5

x 105

f 0 −
 f c (H

z)

ν
c
=428.86 kHz

ν
d
=−199.76 kHz

1 2 3 4 5 6 7 8 9
−2

0

2

4
x 104

M
od

el
 E

rr
or

 (H
z)

Time (s) after 1:33:9.0 UTC

σ = 2.33 kHz

Figure 5.12: Inner beam approaching and receding from the CGS in January 2003. The
amplitude of the Doppler compensation sinusoid is approximatelyνc = 430 kHz, the nom-
inal value for the inner beam. The difference between the magnitude of the Doppler shifts
is 32.94 kHz.
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Figure 5.13: Outer beam approaching and receding from the CGS in July 2004. In this
capture, the amplitude of the Doppler compensation sinusoid is approximatelyνc = 484
kHz, near the nominal value for the outer beam. The difference between the magnitude of
the Doppler shifts is only 10.38 kHz.
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Figure 5.14: Inner beam approaching and receding from the CGS in July 2004. The am-
plitude of the Doppler compensation sinusoid is approximatelyνc = 432 kHz, near the
nominal value for the inner beam. The difference between the magnitude of the Doppler
shifts is 5.66 kHz.
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5.6 Summary

The DFT method performs modestly by yielding a Doppler model with standard

deviation within 2 kHz of estimated center frequencies. The dechirping method improves

this standard deviation to 1 kHz. Its performance is limited by accuracy of arrival time

estimates, which is limited by sample rate to 48 Hz. A higher sample rate and better arrival

time estimation methods can improve performance of the dechirping method.

The Doppler model reveals the Doppler compensation algorithm is performing cor-

rectly. Observation of carrier frequency drift is not determinable without telemetry data

since a frequency bias can be mistaken for a Doppler shift. A blind method to observe drift

assumes nominal center frequency and compares the magnitudes of the Doppler shifts as

SeaWinds approaches and recedes from the CGS. By subjectively observing the Doppler

shift from each beam, no drift of SeaWinds carrier frequency can be substantiated.
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Chapter 6

Conclusion

The Calibration Ground Station is essential to verify correct operation of the Sea-

Winds scatterometer. This verification helps NASA JPL to improve the accuracy of their

data products, thereby furthering the ability to understand the Earth’s environment.

In this thesis, the operation of the SeaWinds instrument and the Calibration Ground

Station are analyzed. Several issues are identified that complicate the estimation of Sea-

Winds signal parameters. A significant limitation is that the SeaWinds instrument illumi-

nates the CGS in sweeps. As a result, only a small portion of the pulses received by the

CGS emerge from the noise floor. The major obstacle to estimating pulse parameters is

determining the arrival times of these pulses in low SNR.

A linear FM model is imposed on SeaWinds transmissions in order to allow para-

metric estimation of pulse parameters such as chirp rate and center frequency. The Doppler

shift is factored into the signal phase, and expected ranges of parameters are found. A

modified discrete analytic signal is introduced that eliminates the positive frequency spec-

trum, creating a complex signal of the appropriate spectrum. The concept of SNR defined

over alternate signal spaces is explained, and several time-frequency transforms are shown

to resolve linear FM waveforms. These transforms culminate in the Radon transform of

the Wigner Distribution, which is a maximum likelihood estimator of linear FM waveform

parameters.

Estimation of pulse arrival times via envelope detection is analyzed and three fre-

quency estimation methods are compared. While the DFT and phase regression methods

are computationally efficient, the dechirping matched filter bank method yields the best

estimator performance at low SNR. The DFT method can be used for quickly obtaining
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rough frequency estimates. The phase regression method is recommended only for pulses

with SNR greater than 8 dB.

These frequency estimation methods are applied to real SeaWinds data captures.

The Doppler compensation algorithm is verified to be working properly. This was not

previously possible because only high-SNR portions of data were originally considered.

Without telemetry data, drift of the SeaWinds carrier frequency cannot be observed since

it cannot be easily distinguished from Doppler shift. However, a subjective observation of

the Doppler shift in several SeaWinds passes does not substantiate carrier drift.

Future research is needed to develop an effective algorithm that estimates the arrival

times of pulses that are buried in noise. This will increase the ability to accurately estimate

parameters of the pulses. This thesis focuses on single pulse estimation. Future work on

multiple pulse estimation using these techniques will enable improved estimation of the

SeaWinds paramaters. Finally, the effects of nonconstant signal amplitude on parameter

estimation of linear FM pulses needs to be studied.
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Appendix A

CGS Maintenance and Installation

Meticulous hardware and software maintenance is required to sustain the CGS and

archive its data for post processing. Over the course of the project, I completed the follow-

ing tasks as part of my research:

1. Converted the CGS to receive SeaWinds transmissions from QuikSCAT after the

power failure of the ADEOS-II satellite.

2. Maintained CGS hardware and software to correctly capture SeaWinds transmis-

sions.

3. Archived captured data on a daily basis; backed up these archives to CD-R.

After installation of the CGS at BYU, the Provo location was studied to determine

if the CGS yields accurate measurements and if the SeaWinds instrument illuminates the

ground station on a relatively frequent basis. A simplified geometric analysis was used

to determine the elevation angles of various peaks in the surrounding Utah County (Fig.

A.1). Data extracted from the United States Geological Survey GNIS Database was used

to compute the elevation angles of significant peaks relative to the CGS. From a GPS unit,

the coordinates of the CGS are 40◦ 14’ 48.3” N, 111◦ 38’ 52.0” W, at an altitude of 1428 m.

The largest elevation angle was found to belong to Y Mountain (to the east of the CGS) at

17◦42′. This indicates that Y Mountain does not physically impede the CGS from receiving

a line-of-sight (LOS) transmission from the main lobes of the SeaWinds antenna beams.

To verify these results, on October 24, 2002, a student from the BYU Civil Engi-

neering Department surveyed the area surrounding the CGS. The summit of Y Mountain

71



Azimuthal Equidistant Projection With Respect to CGS

 111oW 
 30.00’ 

 45’ 

  40oN 
 15.00’ 

Provo Airport

7.00o Bald Knoll

4.72o Bald Knoll

5.29o Big Baldy

13.13o Buckley Mountain

12.68o Cascade Mountain

11.53o Corral Mountain
9.54o Horse Mountain

8.13o Lightning Peak

13.98o Provo Peak

6.45o Roberts Horn

4.70o Spanish Fork Peak

13.94o Squaw Mountain

7.65o Timpanogos, Mount

9.98o Toad Head

17.70o Y Mountain

Figure A.1: Elevation angles of significant mountains in Utah County. Lines emanating
from the CGS reveal its position with respect to each mountain.
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Figure A.2: Nick Williams, a BYU Civil Engineering Student, surveys Y Mountain to
measure the elevation angle of its summit.

presented the largest elevation angle and was surveyed at 19◦ 28’ 5” ≈ 19.5◦. The differ-

ence between the calculated and measured elevation angle may be explained by protrusions

that block the summit of Y Mountain from being observed by the CGS, even though the

summit is higher in elevation.
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