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1. 1 

SECTIOK 

INTRODUCTION 

THE SCATTEROMETER AND ITS MEASUREMENTS 

The Seasat-A Satellite Scatterometer ( 
SASS) was an active microwave 

sensor (frequency = 14.6 GHz; A= 2.1 cm) which 
was used to remotely sense wind 

vectors over the oceans. The h • 1 b 
P ysica asis for this technique is the Bragg 

scattering of microwaves from centimeter length capillary ocean waves. The 
0 

St ren°,th of o , the normalized rada 
o r cross-section (NRCS) backscatter coef-

ficient measured by the SASS, is a function of the ·11 cap1 ary wave amplitude that 
is itself proportional to the wind speed at the sea surface. Moreover, the 
backscatter response is anisotropic; wind direction can, therefore, be derived 

using scatterometer measurements at different azimuths. 

1. 2 DOCUMENT OVERVIEW 

The purpose of this document is to present sufficient information to 

Seasat scatterometer data users to enable them to understand the contents of and 

to read the SASS Geophysical Data Record (CDR) tapes produced by the Algorithm 

Development Facility (ADF) [1,2] at JPL. To this end, the remainder of this 

document has been divided into the following ten sections. Section 2 describes 

the project and experiment objectives. For breadth of background and to provide 

a cross reference, the objectives for al] Seasat instruments are included. The 

Seasat spacecraft, attitude reference system, and scatterometer swaths and 

Doppler resolution cells (footprints) are described in Section 3. Again, for 

cross reference, information on all sensors is given. Section 4 describes the 

data flow for the SASS from the spacecraft through final geophysical data 

processing. Section 5 is an overview of the sensor file algorithms [3] that 

compute the basic scatterometer-derived measurement, the radar backscatter 

coefficient 0 o. Section 6 describes a second phase of SASS sensor file proces

sing that corrects the 0 o measurements -- to the extent possible -- for atmos

pheric attenuation effects, and also computes high-resolution (5') land/water 

flags for all o 0 footprint resolution cells. 

1-1 



0 which operates on the SASS sensor 
Geophysical algorithm processing, . 

. d-vector solutions, is described in Section 7. 
. n surface win data to obtain ocea d . . I 

some background on some key ecisions t1at had to 
Included in this discussion is o 

• ould begin; e.g., which • data 
be made before GDR wind-vector production c 

h •que should be used (Doppler cell pairing 
grouping/wind-solution resolution tee ni 

0 d 1 function G-H table should he used. 
was chosen), and which o -to-wind-vector mo e 

-- the multiple (usuall'" four) 
Also presented here is the aliasing phenomenon 

from the wind-vector retrieval compuLaLions 
wind-solution directions that arise 

Shape Of t he 0 ° -versus-azimuth angle anisotropy character
due to the bi-harmonic 

abill. . ty of the 0° measurement to further resolve the direcistic which limits the 

1 · Section 8 describes in detail the SASS GDR tape tion component of the so ution. 

contents and format, including both sensor (o
0

) and geophysical (wind soluLions) 

record types. The basic information necessary to read, unpack, and make use of 

SASS GDR tape files is included there. 

Section 9 contains information that should be of value to almost all 

SASS data users a rather extensive set of both general and specific caveats 

relating to the SASS-derived wind solutions found on the GDRs. This section is 

an attempt to answer the important question that will be asked by most users: 

"How good is this data, and what do I need to be wary of?" With this information, 

a user should be better able to understand some of the potential pitfalls in the 

use of the data, as well as be able to define and extract for himself a customized 

subset of the entire 96-day global data base that can then be more efficiently and 

intelligently used for his specific investigation(s). At the very ] east, the 

reader should be more aware of both the power and the limitations inherent in this 

unique data set. Section 10 is a "grab-bag" of presumably useful information for 
users of the scatterometer data. 

observations, and helpful and/or 
Therein is contained. a collection of facts, 

practical hints -- relating to the extraction, 
understanding, and interpretation of h 

t e data -- that would otherwise accrue only 
slowly (and probably with some pain) to the typi·cal user. 

condensed mission operations log. 
Section 11 gives a 

The remainder of this section 
orovides a brief description of a GDR 

for initial ref erence, the time coverage f 
0 data taken by each of the Seasat sen

sors during the mission the t 
( ' ypes of SASS GDRs available with data volume 
number of tapes for complete mission etc ) . , 
h ' • given for each type, information on 

were to obtain GDRs, and, finall .. 
• Y, a bibliography of general sources of informa-

tion about the scatterometer and 
its derived sensor and ts geophysical measuremen • 
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1. 3 DESCRIPTION OF A GDR 

The Seasat GDR tapes t · 
con ain satellite sensor data that has been 

processed through the sensor and/or geophysical alg "th 
or1 ms. Each tape consists 

of geophysical and (possibly) sensor record ( [
3

] . 
s see or Section 5) as well as 

text (descriptive) records for on f h 
e O t e four sensors processed by the Seasat 

Project Data Processing SySt em at JPL. (The fifth satellite sensor, the synthe~ 

tic aperture radar (SAR) is processed independently by another system at JPL.) 

The contents of the SASS GDR is defined in detail in Section 8 . 

1. 4 GDR RECORD TYPES 

GDR text records contain bookkeeping and general information (e.g., 

system software version pedigree, values of constants used, etc.) relative to 

the creation of the accompanying data records. There are five types of text 

records for each sensor. The GDR data records consist of basic geophysical and 

sensor (in the case of type I scatterometer GDRs -- see Subsection 1.6, below) 

records for each of the four sensors. Individual GDR tapes contain data from 

one sensor only; thus the scatterometer data is maintained on a separate set of 

SASS tapes. In addition to the basic data records, each sensor may have supple

mental sensor and/or geophysical records. The scatterometer type I GDRs contain 

both sensor and geophysical supplemental records. 

All of these records -- text and data for each of the four Seasat 

sensors -- are catalogued for reference in a computer catalogue system at JPL 

according to time span and data type for all GDRs that have been produced. 

1.5 SEASAT DATA COVERAGE IN TIME 

enable d for the first time during the Seasat The scatterometer was 

mission at 18h 19m50 s GMT on July 6 (Day of year 187), 1978. The last telemetry 

data was taken at 2h30m36s GMT on October 10 (Day 283)' 1978, which immediately 

fai .lure that ended the Seasat mission. preceded the massive power 
Table 1-1 

th at is available at JPL on Master Sensor 
summarizes the engineering unit data 

D ( [2] Or Subsection 4.4.3.1) for the four Seasat 
ata Record (MSDR) tapes see 

The table gives for each 
sensors as well as spacecraft engineering data. 

d the first date that good science 
instrument the date of data first receive' 
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data was received, the volume of good science 
data available (at the MSDR level), 

and data gaps summed for the entire mission . 

A complete global set of scatterometer 

vector data from Day 188, oho mos GMr ( the 
GDRs containing sensor and wind 

last few hours of Day 187 have not been h m s processed) to Day 283, 2 30 36 GMT 
-- an interval of time that includes 96 davs --

has been produced and is available. These t . 
wo times occurred during Seasat orbit 

revolutions (Revs) 142 and 1502, respectively [4]. 
Thus, the Seasat scatterometer 

data set spans approximately 1360 orbit revolutions with orbital period ~100 min . 

Data does not exist continuously throughout thi·s i·nterval·. 
Table 1-1 indicates 

that the sum of all missing scatterometer data from the mission interval totals 

more than 13 full days. A complete data gap summary (with start/stop times) can 
be found in [5]. 

1. 6 SCATTEROMETER GDR TYPES I, II, AND III 

1. 6. 1 Type I GDRs 

The fundamental GDR tapes produced by the ADF scatterometer sensor and 

geophysical algorithms are the type I GDRs. These tapes contain all records gen

erated during the course of ADF SASS processing -- all text and basic and supple

mental sensor and geophysical records. The entire 96-day scatterometer mission 

data set is contained in chronological order on 381 type I GDR tapes, one-quarter 

day per tape. (The last day's data (2-1/2 h) requires only one tape.) The GDRs. 

(resident at JPL and NOAA-EDIS -- see Subsection 1.8) are standard 2400-ft length 

tapes written in the 9-track, 1600-bpi format. The four type I GDR tapes for a 

given day are organized as follows: the first tape contains data from (approxi-
h h m h m 

mately) O Om to 6hl0m, the second contains data from 6 0 to 12 10 , and so on. 

The 10 minutes of overlap at the end of each GDR are necessary to 

"d d t Such gaps would result because: avoi small gaps in the final ata se · 

(1) wind solutions are generated and written onto GDRs in an order that is 

chronologically increasing only to within a tolerance of about two minutes due 

h ' ing mechanism, and (2) a to the nature of the geophysical algorit ms group 

triangular-shaped region enclosing several minutes of missing data occurs at the 

b swath due to geophysical processing start-up condi-eginning of each solution 

tions (see Section 7). 
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1. 6. 2 Type II GDRs 

f tterometer data have no need for the sensor Since many users o sea 

Occupies over 75 percent of the data storage volume), (c0
) data component (which 

ra ther cumbersome volume to deal with, a second Seto,·· and because 381 tapes is a 

GDRs containing only text and geophysical both basic and supplemental 

Each member of this set of 96 type II one-day tapes records has been created. 

contains the geophysical data records from the four type I GDRs for a given day, 

Each of these type II tapes is organized into four chronologically ordered files 

containing a o e 11 f th geophysl·cal records extracted from the four successive 

quarter-day GDRs for that day. 

1. 6. 3 Type III GDRs 

The scatterometer supplemental geophysical records, which occur paired 

with each basic geophysical record on type I and II GDRs, contain sensor data 

organized according to the grouping scheme required by the SASS geophysical algo

rithms (see Section 8). As such, these records are also not necessary for many 

users of scatterometer data. The most condensed set of SASS GDRs -- the type 

III -- was created by retaining only text and basic geophysical records from the 

original type I tapes. This set of 48 two-days-per-tape GDRs contains all 

scatterometer wind solutions derived from the 96 days of data. They are also 

organized in the obvious chronological manner: each type III GDR consists of 

eight consecutive files containing the basic geophysical records extracted from 
eight successive type I GDRs over a two-day period. 

DATA VOLUME ON SCATTEROMETER GDR TAPES 

The typical (full) quarter-day d 480 
type I GDR contains between 430 an basic (and a like number of su 

1 
l) f 

PP ementa geophysical records each consisting 0 100 ocean-surface wind vector sol t. ( , 
u ions see Section 8). Thus, a type I GDR contains an average of about 45K wind 

solutions. (These records, of course, con· tain many other supporting 

parameters beyond just the solution vectors.) A SASS GDR basic se 
nsor record contains one . 

d minor frame [6,7] of sensor backscatter ata; i.e., the 15 backscatter 

coefficient measurements (oos) and related parameter! derived from one scatt 
erometer ant b 

enna earn illumination pattern of 15 Doppler 

1-6 

resolution cells (see Subsection 3.4.3). A SASS minor frame occurs every 

1.89 s; each type I GDR will therefore contain about 11,400 basic sensor records. 

In addition, each type I GDR contains 109 text records and about 100 supplemental 
sensor records (containing calibration data). 

A type II SASS GDR will therefore contain about 180K wind solutions, 

1800 supplemental geophysical records, and 400 text records. A full type III 

GDR contains approximately .36 million wind solutions; the complete SASS mission 

yields about 15.9 million solutions (including about 2% repetition due to the 

GDR file overlap), taking into account all data gaps. 

1.8 WHERE TO OBTAIN GDRs 

Type I, II, and III GDRs for the entire scatterometer global 96-day 

mission or for any data subset -- as well as available GDRs for the other Seasat 
sensors can be obtained from the following source: 

NOAA Environmental Data and Information Service 
National Climatic Center 
Satellite Data Services Divis.ion 
World Weather Building, Room 100 
Washington, D.C. 20233 

Phone: Commercial (301) 763-8111 
FTS 763-8111 

This distribution source has the additional capability of providing 

SASS data subsets on a fixe -region d • (speci· fied by user) basis for any period of 
time. 
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SECTION 2 

PROJECT AND EXPERIMENT OBJECTIVES 

The Seasat project and experiment 

directly to the ocean dynamics objectives of 

stated in [8] • 

2. 1 PROJECT OBJECTIVES 

objectives outlined here relate 

the NASA applications program as 

The objectives of the s p [] 
easat roject 9 , a proof-of-concept mission, 

include demonstration of techniques for global • 
monitoring of oceanographic and 

surface meteorological phenomena and features 
, provision of oceanographic data 

for both application and scientific users, and the determination of key features 

of an operational ocean dynamics monitoring system. 

2.2 EXPERIMENT OBJECTIVES 

2. 2. 1 Scatterometer (SASS) 

The objective of this experiment was to provide a closely spaced grid 

measurement (~SO km) of ocean-surface wind speed and direction in the range of 

4 to ~26 m/s, accurate to _±2 m/s or 10 percent (whichever is greater) in magnitude 

and +20 deg in direction. 

2.2.2 Radar Altimeter (ALT) and Precision Orbit Determination (POD) 

The altimeter experiment utilizes precise satellite-surface range 

determinations to study phenomena relating to the detailed shape of the marine 

geoid and departures from that shape resulting from phenomena such as ocean 

currents, storm surges, and tides. Range precision to +10 cm on a 1-s average 

allows glob,d tlcean topographic solutions on the submeter level. Pulse signal 

P I • ht (Hl/J) estimates in the range from l rocessing vields significant wave 1e1g 

to 20 m to in accuracv of . 5 m or 10 percent, whichever is greater, for use in 

f d • A determination of the ocean orecasting models and related scientific stu ies. 

b 11 • to within +l dB is obtained via ackscatter coefficient beneath the sate ite 

ground processing. 
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Of the POD experiment were to obtain precision orbit The objectives 

determination of the satellite in support of the other experiments, and to 

to which the Seasat orbit can be determined. evaluate the ultimate accuracy 

2.2.3 Scanning Multichannel Microwave Radiometer (SMMR) 

The objectives of this experiment include the provision of all-weather 

global measurements of sea-surface temperature (±1.5 - 2 K), wind speeds, and, 

subject to orbit limitations, sea ice coverage. In addition, liquid water and 

water vapor column content determination obtained by the SMMR is used to calculate 

path loss and atmospheric refraction corrections for the ALT and SASS. 

2.2.4 Visible and Infrared Radiometer (VIRR) 

The objective of this instrument was to provide modest-resolution 

(8 km) feature recognition and cloud position information, clear air-surface 

temperatures, and cloud-top br~ghtness and temperatures in support of microwave 
~xperiments. 

2.2.5 Synthetic Aperture Radar (SAR) 

The objective of this experiment wast d 
o emonstrate the capability of 

a satellite-borne SAR to obtain high-reso] ution 
ocean-surface imagery capable of 

yielding directional wave spectra in the 

features, charting ice fields and leads, 

surveillance, and to obtain land imagery 

,ind glaciological studies. 
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open ocean, monitoring of coastal 

iceberg detection, and fishing vessel 

useful in geological, hydrological, 

• 

SECTION 3 

SEASAT SPACECRAFT AND SENSOR DATA SWATHS 

3. l SATELLITE VEHICLE SYSTEM 

The Seasat spacecraft consisted of a three-axis-stabilized Lockheed 
Agena bus carrying a sensor module on which f • . . 

ive remote-sensing instruments 
were mounted (Figure 3-1). Three of the instruments were acti·ve 

radar systems; 
the other two were radiometers (Table 3-1). Each instrument had its own antenna 
subsystem. 

3.2 ORBIT 

The satellite orbit was near-circular, with an inclination of 108 deg, 

a period of about 101 min, and an altitute of approximately 800 km. For the 

wide-swath instruments (i.e., SASS, SMMR, and VIRR), 95 percent global coverage 

was accomplished every 36 h. The ground-track speed was about 6.6 km/s. 

3.3 SENSORS 

3. 3. 1 Scatterometer 

The phvsical "observable" measured by the scatterometer is the NRCS 

backscatter coefficient a
0

. This parameter was not directly "measured" by the 

SASS, but results only after considerable ground-based computations which include 

scatterometer-specific calibrations and corrections [3]. The resulting a0 s are 

then essentiallv independent of the specific Seasat hardware implementation of 

the instrument. The backscatter coefficient is actually computed from a form of 

the radar l'QU,lt ion which yields a relationship between o0 and the quantity most 

and the application of an averaging technearly sensed (after some conversions 

nique) bv the scatterometer, the mean received backscattered power PR. 

The primarv, but not only, use of the sensor backscatter data is as 

input to h • al algorithms. the scatterometer geop ysic These algorithms employ a 

Wind-to-· 0 model function and an inversion mechanism to compute both the 

I d the ocean-surface wind stress vector 9-5-m-reference-height wind vector an for 

the global data set. 
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Table 3-1. 
Seasat Remote Sensing Instruments 

Instrument 

Altimeter (ALT) 

Microwave 
Scatterometer (SASS) 

Synthetic Aperture 
Radar (SAR) 

Scanning ~lulti
channel Microwave 
Radiometer ( S~[MR) 

Visible 1nd Infrared 
Radiometer (\'IRR) 

Type 

Active, short
pulse radar 

Active 

Active, imaging 

Passive 

Passive, 
imaging 
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Geophysical 
Measurement 

Wave height, 
altitude above 
mean sea level 
surface and 
wind speed at 
nadir 

Surface wind 
speed and 
direction 

Wave spectra 

Surface wind 
speed, sea 
surface temp
erature, atmos
pheric water 
content 

Sea surface and 
cloud top mean 
temperature; 
ocean, coastal, 
and atmospheric 
feature location 

Sensing 
Method 

Return pulse -
wave form, delay 
time to midpoint, 
and backscatter 
coefficient 

Radar backscatter -
increases with wind 
speed; forward and 
aft beam data deter
mine direction 

Radar echo -- range 
or time delay and 
frequency shift; 
forms brightness 
image 

Receives and 
measures several 
microwave fre
quencies, each one 
sensitive to a 
particular geo
physical parameter 

Receives and 
measures visible 
and infrared 
emissions 



3.3.2 ALT, SMMR, VIRR, and SAR 

method and purpose of these four Seasat sensors are The basic sensing 

summarized in Table 3-1. 

3.4 SENSOR COVERAGE 

(As SAR instrument data is not part of the ADF processing, sensor 

coverage for the SAR is not included in this document.) 

Coverage characteristics were different for each sensor, depending on 

sensor pointing, field-of-view, data handling, and, in the case of the SASS, 

Doppler velocity between the satellite and points instantaneously fixed on the 

Eartf:i 's surface. As the sensors were in fixed alignments with respect to the 

satellite bus, only a change in satellite position and/or spacecraft attitude 

orientation could cause a change in sensor coverage. 

The swath for each of the five sensors depended on the ground pattern 

produced by its receiving field-of-view. Figure 3-2 shows the ground pattern 

and swath for the five sensors. Table 3-2 summarizes the swath widths and posi

tions for each sensor. 

3. 4. l 

3.4.1.l 

Sensor Pointing Angles 

Attitude Reference System 

X 

DIRECTION 
OF FLIGHT 
(+ ROLLl 

BORESIGHT 

3-4 

Z TO 
NADIR 
l+YAWI 

C = CONE ANGLE 

K = CLOCK ANGLE 

■ S C FLIGHT 

DIRECT Im! 

SASS z_) 
SAR 

'/IRR 

* I I 
I 11 I 
I 
' II I 

I ' I 

II 
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Figure 3-2. Seasat Static Footprint Patterns -- to 
Scale at 8OO-km Altitude 
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Table 3-2. Sensor Coverage 

Swath 
Sensor 

ALT 

SASS 

SMMR 

VIRR 

Width 

"'2.4 to 12 km depending 
on sea state 

( 1) 

( 2) 

Two 500-750 km swaths 
(400 km apart) 
One central swath, 
"'140 km 

"'659 km 

"-2280 

Position 

Centered on nadir 

At either side of nadir 

Centered on nadir 

To right of nadir 

Centered on nadir 

l.·s a geodetic, orthogonal reference set The attitude reference system 

defined by the right-handed coordinate system X, Y, Z, where: 

(1) 
The Z-axis is perpendicular to the reference ellipsoid at the 

subsatellite point, positive toward the Earth center. 

(2) The X-axis is defined by (R x R) x Z, where R is the radius 

vector to the center of mass of the Earth. 

(3) The Y-axis completes the right-hand coordinate set. 

The reference ellipsoid parameters are semi-major axis= 6378. 137 km 

(which lies in the Earth's nominal equatorial plane), and flattening= 1/298.257. 

The origin of the coordinate system is at the satellite center of mass. 

3.4. l.2 Cone and Clock Boresight Angles. The instrument boresights (sensor 

pointing angles) are defined in terms of cone and clock angles as follows: 

( l) 
Cone angle is the angle between the instrument boresight vector 
and the Z-axis. 

(Z) Clock angle is the angle between the boresight vecto.r projection 

in 
th

e X-Y plane and the X-axis measured at the spacecraft 
clockwise looking toward the Earth. 
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( T bl 3 3) 
• d from the bores1.· ght in a plane containing 

Cross cone see a e - 1.s measure 

the boresight and perpendicular to the plane of the cone angle. 

Cone and clock angles as well as field-of-view for each instrument 
are given in Table 3-3. 

3. 4. 2 

Table 3-3. Instrument Pointing 

Instrument 

ALT 

SASS 

SMMR 

VIRR 

Angle, 

Cone 

0 

0-7 

19.5-55 

19.5-55 

19.5-55 

42 

51.38 

deg 

Clock 

0 

45 

135 

225 

315 

133-183 

90-270 

Sensor Footprints and Swaths 

Field-of-View, 
deg 

circular, radius 

+. 25 cross cone 

+. 25 cross cone 

+. 25 cross cone 

+. 25 cross cone 

+2 cone 

+. 15 cross cone 

.75 

1 a Sensor footprint In genera, is the area on the surface of the 

Earth sensed by one of • d a defined instant or during a per1.o the instruments at 

h" definition must be extended: f the scatterometer, tis 
of time. In the case o . lly divided by Doppler 

foo tprint is actually electron1.ca 
a full SASS antenna 11 Each of these 
frequency filtering 

15 Doppler cells is 

into 15 distinct Doppler resolution ce s. 

then considered to be a 

t ·he sensor footprints swept is the track of 

Doppler footprint cells and time. The SASS 

in the following subsections. 
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h r swath SASS footprint. Te senso 

out by the moving satellite in 

the resulting swaths are described 



3.4. 3 

3. 4. 3. 1 

Doppler Resolution Footprint Cells SASS Swath and 

d Fan-Beam Antennas. The nominal scatteriF~o~u!r_QD~u~a1_1-:.P~o~l~a~r~1.~· z~e~dLlX~-~O~rji~e~n~t~e~~~~~~~~~~ 
angle distribution across the swath are d • ·d nee ometer swath ground pattern an 1.nc1. e 

Four dual-polarized (vertical shown in Figure 3-3. (V) and horizontal (H) polari-

( Fi re 3-1) so that they pointed zations) fan-beam antennas were aligned see gu 

45 and 135 deg relative tote space , h craft flight direction (in the orbit plane) 

to produce an X-shaped illumination pattern on the Ear th . In th is way a given 

surface location was first viewed by a forward antenna, and then viewed, somewhere 

between a few seconds and about three minutes later -- depending on the location's 

cross-track distance from the subsatellite track -- near-orthogonally by an aft 
antenna. Thus, 0 ° measurements of the same region were provided at two azimuthal 

angles separated by approximately 90 deg. 

3. 4. 3. 2 SASS Operational Modes -- Antenna Sequencing. The illumination pattern 

for each antenna was active for 1.89-s measurement periods. The 1.89-s measure

ment interval was repeated continually and contiguously, but a different antenna 

or polarization was activated for each consecutive sampling period. Each of 

eight possible SASS science operational modes was associated with a different 

prescribed antenna/polarization sequence ordered as shown in Table 3-4. All 

modes were characterized by an antenna switching-cycle period of 7.56 s, during 

which four antenna-beam/polarization combinations were cycled through. This 

timing was designed to provide cr
0 

measurements spaced approximately 50 km apart 

(footprint area center-to-center distance) in the along-track direction. 

in Figure 3-3 show 
Table 3-4 and the antenna beam-number designations 

that only modes land 2 yielded the full two-sided SASS swath 
the figure. coverage shown in 

Modes 3-8 generated left- or right-side-only half-swath, but 

double-density, measurement coverage. Inspection of the Seasat data log 
[5] reveals that mode l occurred most f 

requently during the mission. 

data. 

The continuous calibrate (instrument calibration data) and standby 
(instrument essentially "idling") modes shown 

in Table 3-4 generated no science These modes were in effect 1 
given in Section 1.5. on Y rarely during the mission data interval 
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3.4.3.3 

Table ·3-4. SASS Mode Descriptions 

a 
Antenna/Polarization Sequence Mode 

1 4V, IV, 3V, 2V; repeat 

2 4H, lH, 3H, 2H; repeat 

3 4V, 4H, 3V, 3H; repeat 

4 lV, lH, 2V, 2H; repeat 

5 4V, 4V, 3V, 3V; repeat 

6 lV, IV, 2V, 2V; repeat 

7 4H, 4H, 3H, 3H; repeat 

8 lH, lH, 2H, 2H; repeat 
9 Continuous Calibrate 

10 Standby 

aSee Figure 3-3 for antenna beam-number designations. 

bWith respect to direction of satellite motion. 

Sideb 

Both 

Both 

Left 

Right 

Left 

Right 

Left 

Right 

SASS Doppler Resolution Footprint Cells. Typical SASS iso-Doppler 

surface contour lines, i.e., the loci of points instantaneously fixed on the 

rotating Earth's surface that define a set of constant Doppler shifts with 

respect to the scatterometer, are shown in Figure 3-3. Fifteen Doppler filters 

[10] were used to electronically subdivide each full antenna footprint into 

15 measurement resolution "Doppler" cells of approximate dimension 20 km ( cross

beam) by 50 km (along-beam). The intersection of the antenna-beam pattern and 

Doppler lines determined the resolution cell size, orientation, and location on 

the Earth. Figure 3-4 shows how one of the 15 Doppler cells was synthesized 

along the beam: the instantaneous-field-of-view (IFOV) cell boundaries were 

determined by the Doppler filter noise bandwidth and the antenna 3-dB beamwidth 

(.5 deg) in the narrow-beam dimension. The integrated cell, i.e., the area 

swept out by a sequence of 61 overlapping IFOV cells [10] generated over the 

course of a 1.89-s measurement period Tp, is diagrammed in the lower insert of 

Figure 3-4. The surface area of this final integrated Doppler resolution cell 

is greater than the instantaneous illuminated region because the satellite moved 

<••ut 12.5-b gromd-track distance) during the measurement period. Each of 
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0 

thase integrated Doppler cells is 
a SASS footprint, and has one o backscatter 

Of course, all 15 Doppler measurement • ated with it· 
measurement value associ f t rint are associated with the same 

• d from one antenna oo p channels synthesize 

time-tag. 

• t ·on Integrated footprint cells 3. 4. 3. 4 Doppler Footprint Cell Size Vana l • h 

•numination pattern due to t e variation in vary in size along a given antenna 1 

with respect to the antenna beam axis the orientation of the Doppler contours 

the satellite ground track, where they direction. The cells are smallest near 

are illuminated at low incidence angles and the Doppler contours are rotated 

approximately 45 deg with respect to the antenna central beam axis. Progressing 

toward the outer edges of the swath, at the higher incidence angles where the 

Doppler contours are oriented at 15 to 30 deg with respect to the central beam 

axis (see Figure 3-3), the resolution cells become larger. 

The dimensions of integrated footprint cells also vary throughout an 

orbit due to Earth rotation effects and variations in the spacecraft attitude 

and altitude. Dimensions of nominal equivalent rectangles -- rectangles of 

equivalent area enclosing the integrated Doppler cells -- are given in Table 3-5 

for both equatorial ascending (satellite traveling in northerly direction) and 

descending cases, the two configurations yielding extremal values for these 

dimensions. The Doppler cell numbering scheme (same for all antennas) used in 

the table and throughout this document is shown in Figure 3-5. 

3. 4. 3. 5 The SASS Swath·. P • d 
nmary- an Nadir-Region Resolution Cells. Twelve 

of the Doppler filters (numbers 1-12 in Fi·gure 3-5) 
0 generated the two primary 

cr measurement swath strips th t 1· 
a le on either side of the sub track ( for twosided modes) in Figure 3-3 Th 

• ese two swaths typically extend from about 200 to 950 km in cross-track dista f 
nee rom nadir (see Subsection 3.4.3.6), with incidence 

angles ranging from 22 to 67 de Th .. 
• • g. e remaining three Doppler filters (numbers 13-15 in Figure 3-5) yielded resol t· 

u ion cells with incidence angles near nadir -at about 0, 4, and 8 deg, respectivel --
modes) 90-k _ •d . Y th at generated two ( for two-sided 

m wi e overlapping nadir-region 
st rips. Thus, for a two-sided mode, the satellite subtrack bisects th . 

e resulting 140 k .d . 
Figure 3-3. Data f . - m-wi e nadir swath shown in 

rom a single-sided SASS 
mode (see Table 3-4) generates the 
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Table 3-5. Minimum and Maximum Dimensions of Integrated 
Cell Equivalent Rectangles (Values Occur at 
0° Latitude) 

Cell 
No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

Ascending a 

w 
(km) 

16.2 
16. 5 
16.9 
17.3 
17.8 
18.4 
19 .0 
19. 7 
20.4 
21. 2 
22. 1 
23.0 
15.7 
15.6 
15.6 

L 
(km) 

67. 8 
69. 1 
70. 3 
73.5 
71. 9 
72.1 
71. 2 
73.3 
73. 7 
77. 2 
83.4 
93.0 
56. 1 
55.0 
54.2 

EQUIVALENT 
RECTANGLE 

INTEGRATED 
DOPPLER CELL 

Equator 

Descending 

w 
(km) 

16.0 
16. 3 
16. 5 
16.8 
17. 1 
17.4 
17.8 
18. 1 
18.5 
18.8 
19. 1 
19. 5 
15.6 
15.6 
15.6 

Values that occur during an orbit. aThese are the maximum 
b Values that occur during an orbit. These are the minimum 
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b 

L 
(km) 

55.9 
55.2 
54.0 
54.0 
50.2 
47.5 
44.0 
42.2 
39. 2 
37.6 
36.7 
36.5 
48.7 
48.0 
52.8 



SATELLITE 
GROUND TRACK 

NEAR-NADIR REGION 
MEASUREMENT SWATH 

Figure 3-5. 

~90 km 

SATELLITE 
MOTION 

SASS Half Swath at 

GAP 
~110km 

8 

DOPPLER/ 
CELL 
NUMBERS 

50 km 

--.,; 50 km 

BEAM 4: FORWARD 

"'625 km ----.J 

Spacecraft Latitudes 
±72° (Not to Scale) 
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nominal half-swa th (right-side example) shown in Figure 3-5, with a cell density 

that l.·s tw1.·ce that of d bl a ou e-sided mode. 

These swath widths are typical values that occur: neither nadir nor 

primary swa th dimensions remain constant throughout an orbit. Due to in-orbit 

variations (see next subsection), Doppler cell locations drift in and out from 

beams subtending swaths 

in Figures 3-3 and 3-5, 

the symmetrical configuration (i:e., all four antenna 

of the same width and cross-track displacement) shown 

which occurs at the extremal orbital latitudes ±72°. The sensor swath dimensions 

given in Figure 3-5 also correspond to latitudes ±72°, but the typical wind solu-

tion swath dimensions (see below) shown in Figure 3-3 are attained approximately 

at latitudes ±30°. 

A full SASS two-sided mode swath thus consists of one nadir-region 

strip, within which wind speed (no direction) determinations are made, and the 

two primary measurement strips on opposite sides of the subtrack, within which 

wind vector solutions are derived. Since a wind vector determination requires 

at least two nearly azimuthally orthogonal "views" of roughly the same geographic 

area, vector solutions are generated only in the regions of fore- and aft-beam 

overlap, the (typical) 500-km-wide subswaths of the primary measurement strips 

located on both sides of the spacecraft as shown in Figure 3-3. The two overlap 

measurement subswaths thus yield a wind vector swath width totalling about 

1000 km. The incidence angles corresponding to the overlap measurement regions 

vary over the approximate range 25-55 deg. 

3.4.3.6 Inter-Cell Spacing and Swath-Width Variations. The numbering scheme 

used for identifying the 15 Doppler cells for each antenna is shown in 

Figure 3-5 along with nominal half-swath and inter-cell dimensions. The gradual 

increase in cell size going from nadir to the outer swath-edge is depicted (not 

to scale). The center-to-center cross- and along-track spacing between Doppler 

cells is nominally about 50 km. However, because of Earth-rotational/orbit

geometry effects, over a complete orbit the cross-track spacing between the 

three inner cells varied from 45 to 56 km, and between the outer cells, from 

34 to 87 km. The along-track spacing stayed relatively constant at 50 km 

throughout an orbit. 
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• in the orientation of the iso o Small periodic variations - oppler 1 · 
lnes 

away from symmetry about the subtrack line (see Figure 3-3) occurred throughout 

an orbit due to Earth rotational effects (maximum value: _±3. 5 deg at the 

These variations caused Doppler cell equator). locations to smoothly drift 
in 

and out along the beam pattern from the nominal positions shown in Figure 3-5 as 

the satellite latitude changed [10]. The Doppler cells from the forward d 
an aft 

beams moved in opposite directions as the spacecraft traveled in orbit s h 
I O t at, 

for example, at the equator where the maximum effect occurred, the swath f 
rom one 

antenna (forward or aft depending on spacecraft direction of travel) was 490 km 
wide while that of the other antenna was 785 km wide. Thus, the overlap swath in which both wind speed and direction can be derived by the geophysical algorithms had a resulting width determined by the beam with the narrower swath. 

The sensor swath configuration and dimensions given in Figure 3-5 and 

the configuration shown in Figure 3-3 are shown as they would occur at spacecraft 
latitudes ±72° (the • d · i 

maximum an m1.n mum orbital latitudes), which are the orbit 
positions where the f d f 

orwar , a t, and wind vector overlap swaths are all symmetric 

and edge-to-edge co-located with a common 625-km width. These values and other 
full beam sensor swath widths (not 

overlay swaths) are given for each 
a few representative latitudes . 

1.n Table 3- 6 • The maximum swath-width 
between beams is seen to occur at 00 

latitude. 
primary swath width therefore ranges 

from about 450 km at the 550 km equator to about at the orbital extremities. 

The resulting wind-vector overlap 

antenna at 

difference 

Table 3-6. SASS Swath W'd h 
Latitudes 1. t s for Each Antenna at Selected 

Latitude Swath Width, km 
Beam 1 Beam 2 +720 Beam 3 Beam 4 
625 

625 +40° Ascending 625 625 720 
0° Ascending 508 

720 508 785 
+400 Descending 490 

785 490 508 
0° Descending 720 

508 720 490 
785 

490 785 -
3-16 

The unmatched cells in the outer non-overlapped region of the wider 

forward or aft swath could actually be used to obtain wind speed information, 

provided the~ priori wind direction is known (or assumed). However, to generate 

such measurements would require a significant modification to the current ADF 

geophysical algorithms. Thus, the present GDRs do not contain speed solutions 

from these portions of the primary swaths that are without orthogonally viewed 
sensor data. 

Figure 3-6 shows one side of a (two-sided) SASS swath that passed over 

hurricane FICO on July 20, 1978. Seen are the relative location, orientation, 

and extent of the 15 Doppler resolution cells for beams 1 and 2 that, over a 

period of several minutes, swept out the nadir and off-nadir swaths. At this 

part of the orbit, the primary wind-vector solution overlap region is derived 

from Doppler cells 2-12 (see Figure 3-5) of the compressed beam (beam 1) and 

cells 1-7 of the expanded beam (beam 2). Two frames of a four-frame calibration 

sequence (see Subsection 4.5.1) -- which does not generate o0 measurements -- are 

evident, including a direct "hit" of the hurricane eye. 
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4.1 

SECTION 4 

SASS DATA FLOW 

ON-BOARD DATA HANDLING 

The data collected by the sensors was converted from analog to digital 

form, except in the case of the SAR. Digitization was achieved by the instru

ments themselves for the ALT, SASS, and SMMR, and by the satellite data subsystem 

for the VIRR. All data, with the exception of the SAR instrument, were arranged 
into block telemetry format. 

4.2 SPACECRAFT TELEMETRY 

Data was transmitted from the satellite in three separate streams: 

a 25-kbps real-time stream consisting of instrument data from the ALT, SASS, 

SMJ--fR., and VIRR, and all engineering s~bsystem data; an 800-kbps playback stream 

of recorded real-time data; and a 20-MHz analog SAR instrument data stream which 

was receivable only in real-time by specially equipped tracking stations. 

4.3 RECEPTION AND GROUND TRANSMISSION 

Spacecraft data was received and recorded by tracking stations of 

the Spaceflight Tracking Data Network (STDN), and transmitted to the Goddard 

Space Flight Center (GSFC). There, data was sorted, merged, time-tagged, and 

recorded on magnetic tape, which was then shipped to the Instrument Data Processing 

System (IDPS) at JPL [6]. 

4.4 INSTRUMENT DATA PROCESSING SYSTEM 

The IDPS located at JPL operated on IBM 360/75 systems except for 

some cataloguing functions that were carried out on a Univac 1108, and later on 

a Univac 1100/81. The data package received from GSFC consisted of the (non

SAR) sensor and engineering data as well as attitude and orbit determination 

data. This data was decommutated, organized by major frame, and converted 

from data numbers to engineering units. Footprint locations were calculated, 

and data was then formatted into archival-quality MSDR (Master Sensor Data 

Record) tape files [7] suitable as input for engineering assessment and sensor/ 

geophysical processing programs. 
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rpose of the IDPS was the generation __ and 
In summary, the primary pu 

f MSDR tape files containing all Seasat inst 
cataloguing -- of a complete set o ru. 

) k during the mission interval (see Table 1-l) 
ment data (excluding the SAR ta en · 

. 11 d red data file formatted for the utility of An MSDR is a chronologica Yore 
ssing The generation of an MSDR by the further sensor-specific computer proce • 

t • n of necessary raw telemetry data frames, spaceIDPS began with the extrac io 
craft attitude, and orbit ephemeris from the Project Master Data File, Definitive 

Attitude File, and Definitive Orbit File, respectively (see Subsection 4.4.1). 

The primary steps in creating an MSDR were: (1) decommutation -- the unpacking 

of efficiently packed telemetry frames; (2) engineering unit conversion the 

conversion of telemetered numbers to engineering units (volts, degrees, or other 

units); (3) locating in Earth-fixed coordinates -- the determination of the 

sensor's field-of-view footprint boresights, footprint cell extent and orienta

tion, slant range, etc.; (4) footprint cell location land/ocean determinations; 

and (5) formatting. 

IDPS processing was ·the stage innnediately preceding the ADF in the 

overall Seasat data path. The SASS data flow from satellite through the ADF is 

given schematically in Figure 4-1. 

4.4.1 IDPS Input 

The IDPS input consisted of data tape files from GSFC. Each set 

represented a designated 24-h GMT day. The data set comprised three files: 
Project Master Data Fi'le (PMDF) D f 

the 

Attitude File (OAF). 
, e initive Orbit File (DOF), and Definitive • 

4.4.1.1 PMDF. The PMDF is a complete record of 

stream (25 kbps) that contains all of the playback 
ing the low-rate SAR instrument 

engineering data. 
rate analog SAR data. 

The telemetry d t 
a a stream is positioned 

order in which it 

the Seasat low-rate telemetry 

data received at GSFC, includ

It does not contain the high-

within a PMDF tape file in the 
was recorded on the satellite 

reverse order from the 
way it is recorded). 

(the data is down-linked in 

block (7) is included. The full 1024-bit Seasat telemetry 
There is a minimum f d by 

either station redundancy b O data overlap or redundancy cause 
or Y the sim 1 

two satellite tape r d u taneous recording of the same data on ecor ers. 
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SATELLITE 

SATELLITE 
DATA 
STREAM 

STDN 

(SHORT TERM) 

NASCOM 
BLOCKED 

GSFC 

(SHORT TERM) 

FRAME-SYNCHRONIZED, MERGED, UNLAPPED, REVERSED 

r----------------7 
I JPL .....--------, I 
I ,------, SASS AD I 

IDPS . SENSOR/GEOPHYSICAL 
I ------- PROCESSING I 

IBM360/75 - - ------

L...--

NOAA 
EDIS 

EU CONVERTED 
EARTH-LOCATED 
FORMATTED 

-------

(ARCHIVED) 

UNIVAC 1100/81 I 
I 
I 
I 
I 

(STORED) j 
-----

Figure 4-1. SASS Satellite-to-GDR Data Flow 
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the STDN sites with NASCOM error indications are 
Data received from 

th at are in error are replayed from the station 
not included, but data blocks 

the PMDF. Redundant data resulting from overlapped STDN 
and time-merged onto 

·t 1.·on of retaining data onlv_ from that 
removed by using the crier coverage was 

station with a higher elevation angle. 

The PMDF includes designated STDN status bits' status flags to indicate 

data gaps, and flags indicating data source ID parity errors, data overlap 

removed, or synchronization-word bit errors. 

The PMDF was written onto 9-track, 1600-bpi, (nearly) ANSI-standard

labeled tapes, with physical record lengths that are multiples of both 8-bit bytes 

and 36-bit words. The satellite clock time offset from UTC is provided to a 

resolution of one microsecond. 

Each PMDF tape contains 3 h of telemetry data. The daily Project 

Data Package (PDP), relayed from GSFC, covers a 24-h period and therefore contains 

the eight PMDF tapes that span that particular GMT day. 

4.4.1.2 DOF • The DOF is an operational record of the Seasat orbit as deter-

mined by GSFC. The orbit is defined with respect to a set of Earth-centered 

inertial coord inate axes (X,Y,Z) as a function of time with coordinate values 
given at 1-min intervals. 

The DOF, generated daily, spans the 1 same sate lite data day as 
does the contents of the PMDF. 

Thus, the file begins at 00:00:00.000 GMT and 
ends at 00:00:00.000 GMT of the next day. 

Each ephemeris data point of the 
determined satellite orbit is given 

as a time-tagged set of three satellite 

components. The coordinate values 
position and three satellite velocity 

are expressed in the geocentric inertial 
coordinate system defined by: 

grid 

X 

y 

direction of true-of-date 
vernal equinox 

right-hand system 

Z = direction of 
true-of-date Earth rotational axis (north) 

The frequency of 

values provided at the 
the orbit ephemer· . 

is points are one per minute, 
exact-minut 

e marks (i.e., 00:00:00.000, 
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with 

00:01:00.000, ••• ). The definitive orbit position accuracies, expressed as 3-o 

uncertainties, were guaranteed to be no worse than 50 min the along-track 

direction and 30 min both the cross-track and radial directions. The file 

contains a header record with auxiliary information about the models used to 

generate the satellite ephemeris, including values of Earth precession and 

perturbation parameters employed. 

4.4.1.3 DAF. The DAF is a complete record of the best estimates of the Seasat 

spacecraft attitude, defined with respect to a geocentric orbital coordinate 

system as a function of time. This file of determined satellite attitude was 

generated daily and spanned the same satellite data day as does the contents of 

the PMDF. Thus, the file begins at 00:00:00.000 and ends at 24:00:00.000 GMT 

of the data day. 

Each attitude data point is given as a time-tagged set of Euler-angle 

rotations which, for that time, can be used to transform to a satellite-fixed

alignment coordinate reference system any vector expressed in the geocentric 

orbital coordinate system with axes defined as: 

X (axis 1) 

Y (axis 2) 

Z (axis 3) 

in the direction of flight (derived from Y and Z) 

parallel to the orbit-normal negative direction 

toward the Earth center-of-mass 

The Euler-angle rotations are then performed in the 3, 1, 2 axis order, which 

corresponds to satellite yaw, roll, and pitch angles, respectively. 

Yaw attitude, at those times when the sun sensor could see the sun, 

and pitch and roll at all times (subject to telemetry availability) were deter

mined with a total absolute accuracy (in a 3-o sense) of .05 to .23 deg. 

Similarly, the 3-o uncertainties in pitch and roll were .305 and .225 deg, 

respectively. At times when the sun sensor system could not see the sun, the 

yaw attitude angle was determined with a yaw estimation algorithm. This technique 

allowed the yaw to be determined to within a 3-o accuracy of .85 deg for those 

time periods when the sun was not in the sun sensor view. 

The grid-time and frequency of the attitude angle points were selected 

on 5-s intervals to be sub-synchronous with the DOF data points. That is, the 

DAF values were provided at integral-minute time grids corresponding to the 
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DA.F attl . tudes were provided at eleven other grid points DOF, but, in addition, 

equally spaced between the integral-minute points. 

The Definitive Attitude File contains data points at a frequency 

greater than the DOF frequency so that linear interpolation on th e grid values 

generate errors that are no greater than .02 deg per axis. Each attitude data 

point in the DAF is accompanied by a coded status flag which, at a minimum, 

indicates the acceptability, on a per~axis basis, of the telemetry data used to 

generate that point. 

4.4.1.4 Attitude-Orbit Tape. The DOF and DAF are actually maintained as two 

separate files on a single tape -- the Attitude-Orbit (A-0) tape. The data for 

each 24-h GMT day is contained on one 9-track, 1600-bpi, ANSI-standard label 

tape. 

4.4.2 IDPS Telemetry Processing 

To process telemetry data, it was necessary to read a full OOF file, 

a full DAF file, and at least one PMDF tape into the IDPS system. The IDPS also 

required various data sets in the form f 1 k o oo -up tables, which are briefly 
described below. 

4.4.2.1 Required Tables 

4.4.2.1.1 Decommutation Tables. Th d 
e ecommutation of the telemetry stream into 

separate channels required decom tables, 
consisting of channel oumbers versus 

for each of the different sensor and 

These tables had provisions for: 

bit locations within the telemetry block 

engineering data block types. 

(1) 

(2) 

(3) 

(4) 

Subcoms (i.e., m h 
ore tan one channel per bit location within a 

block). 

Supercoms (· i.e., more than 
one occurrence of a given channel 

within the same block). 

Format ch ( anges i.e., more 
than one decom map 

type, based upon status 
bits contained within 

for a given block 

the block). 

bits). 

Split channels (· 
l. e., a cha 1 

nne which consists of nonconsecutive 
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Items (1) and (2) were required for most block types. Item (3) was 

required for th e ALT block, and item (4) was required for the SMMR antenna posi

tion readout channel. Each SASS block contained 64 subcommutated temperature mea

surements which were read out 8 per block, so that 8 consecutive SASS blocks were 

needed to sample all 64 measurements. 

4.4.2.1.2 EU Tables. The conversion of each telemetry channel from raw binary 

Data Numbers (DNs) into Engineering Units (EUs) required the use of EU tables. 

Each table provided channel numbers versus EU coefficients for each of the dif

ferent block types. These tables had provisions for: 

(1) Tenth-order polynomial conversions, using up to 11 coefficients. 

(2) Table look-ups, using linear interpolation, for up to 20 pairs 

of DN versus EU (= 40 input numbers). 

(3) Multi-curve special polynomial conversions, where the EU value 

of one or more other channels is used to convert a given channel's 

DN value to an EU value. 

(4) Own-code conversions using channel-unique conversion techniques. 

Items (1) and (2) were required for most block types. Items (3) and 

(4) were required for some ALT and SASS channels. SASS channels required four 

different types of special EU conversions, in addition to the standard types (1) 

and (2). (Only one type of conversion was used for any particular channel.) 

4.4.2.1.3 Location Tables. The calculation of instrument boresight directions, 

Earth-fixed latitudes, longitudes, and other location information relating to 

sensor footprint areas required various data in the form of look-up tables, with 

one set of tables per block type. These tables contained the time offset from 

the start of a data minor frame, and cone and clock angles for each sensor foot- -

print to be calculated. The SASS required special tables such as those containing 

Doppler-resolution footprint cell center frequencies and bandwidths. 

4.4.2.2 Earth zones. The IDPS flagged each calculated sensor footprint 

location to indicate whether the footprint fell within a particular zone (i.e., 

area) fixed on the Earth's surface. Thirteen of these large regions were 
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h hemispheres as shown in Figures 4-2 established in the northern and sout ern 

and 4-3. An entire footprint is considered to be in a zone, and therefore flagged, 

·th· the zone The zone flags were if the center of that footprint falls w1 in • 

• data from one or more of the geocreated for the purpose of later extracting 

d L t • n Data Record (FLOR) tapes. Footgraphical areas and generating Fixe oca 10 

print data was flagged for the specific zones during the production of the 

MSDR tapes. 

In addition to zone flagging, the IDPS further resolved ALT, SASS, 

and SMMR footprints with a high-resolution (S'xS') ocean/land discrimination 

scheme. If a footprint center fell within a specific S'xS' cell that was all 

ocean, it was flagged as such; otherwise, it was flagged as land or land/ocean 

mixed. This first-level land/ocean determination is later refined for all scatterom

eter Doppler resolution footprint cells during an intermediate stage of SASS ADF 

processing (see Subsection 6.2) that interrogates an improved land/ocean data base 

(with the same S'xS' resolution) with a more exacting discrimination algorithm. 

4.4.2.3 Time-Tags. The 40-bit time-tag appearing in each telemetry block was 

passed on without correction by the IDPS and included as output with each frame 

of telemetry data. However, the time difference between this telemetry time-tag 

and the correct UTC time was calculated and supplied by GSFC. The 6-time correc

tion was included along with the time-tag itself in the MSDR output by the IDPS. 

4.4.2.4 
Telemetry Block Sort. The telemetry stream was sorted into the follow-

ing block types: 

(1) Altimeter (ALT) 

(2) Scatterometer (SASS) 

Scanning Multichannel Microwave Radiometer 

Visual and Infrared Radiometer (VIRR) 

(SMMR) 

(3) 

(4) 

(5) 

(6) 

(7) 

Synthetic Aperture Radar E . . 
ngineering (SARENG) 

Low-Rate-Sampled Engineering (ENGLRS) 

Orbit Normal Engineering (ENGORB) 

Orbit Adjust Engineering (ENGADJ) 
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(9) 

(10) 

Ascent Mode Engineering (ENGASC) 

Memory Dump 

Blocks not containing one of these specified ID values and all 

Memory Dump and ENGASC blocks were not processed further. A count of these "dis

carded" blocks was kept. 

4.4.2.5 Measurement Decornmutation. Each telemetry block was decommutated into 

separate channels, which are identifiable by a two-character block symbol and a 

three-digit channel number (e.g., SS761 is the SASS channel containing the time

varying scatterometer transmitter power). 

4.4.2.6 Engineering Unit Conversion. The decommutated telemetry required con-

version from raw binary Data Numbers (DNs) into Engineering Units (EUs). 

4.4.2.7 Location Processing. The IDPS calculated footprint locations and 

other location-related parameters. Locations consist of Earth-fixed latitudes 

and longitudes, generally for the center of given sensor footprints. Not every 

footprint had location parameters directly calculated, but enough were directly 

calculated so that the remaining intermediate footprints could be located to 

sufficient accuracy by nonlinear interpolation. The following outlines the 

general processing flow. 

For a set of footprints occurring at a given time-tag, a pair of 

spacecraft attitude points were selected from the DAF. These were the two points 

closest in time to -- and nominally bracketing -- the time-tag of the footprints. 

For the two attitude points selected, two orbit points were selected 

from the DOF at the same times, whenever possible. If the attitude points 

occurred more often than the orbit points, so that an attitude point did not 

occur coincident with an orbit point, then a pair of bracketing orbit points were 

selected. Spacecraft position and velocity vectors were then calculated with a 

spline interpolation to the times of the attitude points. 

The latitude and longitude of the geodetic nadir point and the height 

of the spacecraft above the nadir point were calculated for the times of the two 

attitude points. These calculations require Greenwich hour angles derived from· 

the DOF and the position vectors. 
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For the given footprint, the spacecraft-fixed cone and clock angles 

of the sensor boresight were determined. These angles were obtained by table 

The ALT and SAR have only one bores1.·ght look-ups for the various instruments. 

direction each; the SMMR and VIRR boresights move with time. The SASS has 

eight boresight directions, one for each of its antenna/polarization combinations. 

Each of the boresight directions was rotated by the spacecraft atti

tude angles for the two attitude points. Using the pitch, roll, and yaw angles, 

this transformed all boresight directions from the body-fixed spacecraft coordi

nate system into the geocentric local orbital coordinate system. 

For each attitude-corrected boresight direction, one or more look 

directions were calculated for the times of the two attitude points. The look 

directions for the SMMR and VIRR are the attitude-corrected boresight directions. 

The look direction for the ALT is always directed at the geodetic nadir point. 
The look direction for the SAR is always given by 90-deg clock and 20. 5-deg cone 
(with 

tions. 

respect to geodetic nadir) angles. 

The look directions for the SASS required more complicated calcula

Each SASS attitude-corrected antenna boresight results in 30 look direc-

tions correspo nding to the upper and lower boundaries of each of the 15 scatterom-
eter Doppler resolution cells. The essential calculations performed were: 

(1) Calculate the spacecraft's velocity with respect to the 

rotating Earth's surface. 

(2) Calculate the Doppler frequencies 
corresponding to the upper 

(3) 

(4) 

and lower edges of each Doppler cell. 
Values of each cell's 

center frequency and bandwidth were 
obtained from tables; the 

upper and lower frequency of 

lated by respectively adding 

to the center frequency. 

each Doppler cell was then calcu

or subtracting half the bandwidth 

Calculate the D oppler velocity f h 
or t e upper and lower edge of 

each Doppler cell using the 
Doppler frequencies from (2). 

Each antenna-pair (V and H polariza-
Calculate the squint angle. 

tions) had 10 temperature 
monitors alon • 1 1 antenna tempe g its ength. Forty tota 

ratures were subcommutated t 
telemetry block ( ogether in the SASS 

s see Subsection 4.4.2.1.1). The squint angle is 
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(5) 

th
e key antenna coordinate system angle between the electrical 

and mechanical boresights of the antenna narrow-beam pattern. 

Variations in the squint angle about a nominal value due to vari
ations in antenn -b a earn temperatures were accounted for by a 

temperature-dependent correction algorithm. 

Calculate the look direction of the upper and lower edges of each 

Doppler cell from the spacecraft and Doppler velocities, the 

attit,~e-corrected antenna boresight direction, and the temperature

adjusted squint angle. 

The intersection of the look directions and the Earth's surface was 

then calculated for the given sensor's footprints at the times of the two attitude 

points. In addition to the resulting footprint center latitudes and longitudes, 

other location and footprint-extent parameters were calculated for the various 

sensors. The following location parameters were calculated for each of the 

15 SASS Doppler resolution footprint cells and written on the MSDR for each data 

frame corresponding to a scatterometer telemetry block: 

(1) Cell~center latitude and longitude, calculated as the mean of the 

upper-edge and lower-edge latitudes and longitudes. 

(2) Antenna-to-cell-center slant range. 

(3) Cell base length, calculated as the distance on the Earth's 

surface along a direction parallel to the Earth-projected antenna 

pattern central axis (see Figure 3-4) from the upper edge of the 

cell to the lower edge. 

(4) 

(5) 

(6) 

(7) 

Angle between the direction of maximum gain in the antenna pattern 

and the look direction to the center of the cell. 

Incidence angle between the look direction to the cell center and 

the local vertical at that point. 

Cone angle at spacecraft from the geodetic nadir point to the 

cell center. 

Azimuth clock angle measured from north at the geodetic nadir 

point to the cell center. 
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In addition to these cell-dependent parameters, the IDPS added to 

each SASS data frame the nadir-point latitude, longitude, and altitude, the pitch, 

roll, and yaw angles, a sun/no-sun flag, the yaw 1-a attitude uncertainty 

(calculated from data on the OAF), the spacecraft velocity azimuth angle from the 

north, and the along-track velocity component, all of which were interpolated to 

the footprint time-tag. 

4.4.2.8 Zone Flagging. Each calculated footprint location was compared to 

the zone maps (see Figures 4-2 • and 4-3) and flagged accordingly. The footprint 

latitudes were used to access a latitudinal band of the zone map. (All footprint 
latitudes on the MSDR are geocentric except for the ALT nadir point, which is 

geodetic.) The footprint longitude was then compared to each of the longitude 

pairs for that latitude band to determine whether or not the footprint location 

falls within the zone. 

4 .4.2.9 Frame Buildup. Each of the designated block types of the telemetry 

block sort (Subsection 4.4.2.4), except memory dump and ENGASC blocks, were 

built up into minor and major frames. A minor frame contains a frame time-tag, 
a~ time-tag to correct t UTC 11 E 0 

, a U-converted data within the frame, desig-
nated location data for th f 

e sensor ootprints contained within the minor frame, 
and the zone flags corresponding to these footprints. 

For the scatterometer, a · 
maJor frame consists of eight consecutive 

minor frames. Th f' e irst minor frame in a maJ·or 
frame is the minor frame contain-

ing the first subcom position for that data type. The last minor frame (No. 8) 
is the minor frame containing the last 

. subcom position for that data type. A 
maJor frame thus consists of enough mi f 

nor rames to encompass one complete set of 
subcom data for that data type The . 

. • maximum number f b o su corn positions for any given SASS data type is therefore 
eight. A major frame 

cation flags for those . 
minor frames which are mi' . ss1.ng. cal to the minor frame 

contains missing-data indi

The major frame is identi-
for those data t e . 

YP s which do not contain subcoms. 

4.4.3 

4.4.3.l 

IDPS Output 

Master Sensor Data R 
ecord Tapes. 

The IDSP produced Master Sensor Data Record (MSDR) tape files that 

converted to engineering 
contain satellite data 

that has been decommutated, 

to the latitude and longitude 

u • 
nits, and Earth l - ocated 
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of the center of each sen I b sor s oresight. The MSDR is a 9-track, 1600-bpi 

magnetic tape of archival quality containing typically between 2 and 2-1/2 h of 

satellite data for all sensors h 1 , sot at 1-12 consecutive MSDR tapes contain a 
fu ll day's data. A few • t f d mi.nu es o ata overlap at the end of each tape precludes 

the potential loss of varying (instrument-dependent) amounts of sensor data due 

to the algorithm start-up lag time that accompanies ADF sensor/geophysical proc

essing for the different instruments. 

The MSDR contains ALT, SASS, SMMR, VIRR, SARENG, and ENG (including 

ENGLRS, ENGORB, and ENGADJ) data. Each of these types of data could also be pro

duced on an individual basis on a Sensor Data Record (SDR) tape file. 

4.4.3.2 Sensor Data Record Tapes. A Sensor Data Record (SDR) tape file is a 

complete record of all data processed by the IDPS for a given data type for a 

given period of time. Thus, a SASS SDR contains all calculated scatterometer data 

taken from MSDRs for the desired range of time. The tape also contains all 

coefficients and/or parameters used in calculating these results for the particu

lar data type. 

The information contained on an SDR tape is sufficient to allow a user 

to reconstruct the raw DN data values from the EUs and the complete footprint 

geometry from the location information. The algorithms for the EU conversions and 

location processing are the only additional information that a user would need. 

A complete description of scatterometer SDR tape contents can be found in [7]. 

A complete set of SASS SDRs covering the mission data interval in a 
h m h m . 

one-tape-per-day (O O + 24 10) format exists at JPL. 

4.5 

4.5.1 

SCATTEROMETER FRAME TIMING 

Calibration and Science Sequences 

A minor frame of SASS data from the SDR (or MSDR) is the time-tagged 

collection of engineering unit data, footprint locations, and supporting param

eters associated with the readings derived from one antenna beam illumination 

1 11 d ta set SASS data frames therefore occur pattern; i.e., a 15-Dopp er ce a • 

nominally every 1.89 s. A SASS ins~rument science-frame cycle nominally occurs 

during each 242.05-s interval and consists of 4 consecutive data calibration 

frames followed by 124 consecutive science frames, occurring in the order 
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dictated by 31 repetitions of a Table 3-4 mode sequence. Thus, after every group 

of 124 frames __ about 4 min of data -- science data is interrupted by the 

presence of 4 calibration frames in the data stream. 

This calibration data is in the form of known calibration signal levels 

applied to the scatterometer receiver. This data was used to determine the cur

rent time-varying system gain, which was then used to process the subsequent 

124 science data frames. Since measurements leading to 0° backscatter data 

were not generated during the calibration frames, the SASS sensor data has an 

X-shaped gap in the (two-sided) swath. The along-track dimension of the gap is 

evidently given by one or two antenna beam patterns, depending on whether the 

instrument mode was double- or single-sided, respectively. The subsatellite point 

moved nearly 1600 km between nominal occurrences of calibration frame sets. 

The nominal sequence of 4 calibration frames followed by 124 science 

frames was interrupted only by (1) the appearance of an uncorrected time 

regression (see Subsection 4.5.2), (2) missing data frames (i.e.' a time gap in 

the data stream), and (3) a scatterometer mode h c ange. A mode change could occur 
(and did, hundreds of times during the mission a complete SASS mode log is 
available [5)) at any commanded point in the data stream. S uch changes were 
characterized by the immediate cessation of the 

science -- or possibly calibra-
tion -- frame sequence that was being generated 

according to the terminated mode's 

(If a mode change time occurs anywhere 

(during which time 64 surface samples 

antenna/polarization switching pattern. 

within a 1.89-s f rame measurement period 

are being taken -- see Subsection 5 ) 
• 2 ' that frame i· s c 1 d b f · h amp ete e ore the mode 

switc is effected.) Thi"s is followed 

mode-initializing set of 4 calibration 
at once by the appearance on the SDR of a 

frames; 124 science frames then follow 
this new-mode calibration data 

in 31 cycles of the appropriate Table 3-4 switching pattern, unless, of 

change. Successive 
course, this seq . uence was interrupted b Y yet another mode 
frame times straddl" 

ing a mode switch remain 1.89 s apart. 

4.5.2 Missing Frames and Time 
Regressions 

Missing <lat f a rames do not d' 
cycle . isturb 

period; they only cause t· ime-tags 
th e 242-s calibration/science frame 

by some multiple {greater th an one) 
on successively appearing frames to differ 

of 1.89 s. 
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Most time regressions (· • i.e., time-tags of successive frames not in 
chronological order) that remained at the IDPS stage of the Seasat data process-
ing path were detected and corrected at that poi·nt. Regressions uncorrected by 
the IDPS were passed through on the MSDRs to the various ADF sensor processors 
where some abnormal-condition action was taken, depending on the sensor. The 

response taken by the SASS sensor processor was to re-initialize, that is, to 

stop processing until the appearance of the next calibration sequence in the 
scatterometer data stream. 

4.6 ADF SENSOR AND GEOPHYSICAL PROCESSING 

Algorithms in the form of computer programs are required to process 

the data from the various sensors i·nto useful d h • 1 bl sensor an geop ysica varia es. 

These algorithms as well as sensor performance and the quality of geophysical 

results have been, and in some cases continue to be, evaluated by the Seasat 

sensor managers and experiment teams. The Algorithm Development Facility (ADF) 

at JPL supports these evaluation tasks by providing the capability for 

accessing -- on a small or large scale the satellite data base, processing 

the data into geophysical parameters, developing and modifying the computer

code manifestation of the many algorithms used to derive the geophysical param

eters, and comparing these parameters to corresponding surface observation data. 

When a particular sensor's sensor and geophysical algorithms reached a 

level of maturity that warranted the generation of GDR tapes containing archival

quality geophysical measurements for that sensor, the ADF provided the 

capability for such production. The 96-day full mission set of SASS GDR data 

thus was generated with ADF scatterometer algorithms -- including the key 

0°-to-wind-vector model function -- that had undergone extensive development and 

evaluation. (This is not to say that there exists no room for improvement -- see 

Section 9.) The SASS GDR algorithms are the culmination of an evolutionary 

process that included: (1) original design by various team participants, (2) 

implementation into computer code on the JPL ADF system, (3) several stages of 

refinement resulting from comparisons with surface "truth" observations and 

intercomparisons with results from other sensors performed during the Seasat 

Workshops [11, 12,. 13, and· 14), and (4) additional algorithm performance evalua

tions carried on at SASS Experiment Team working sessions. 
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4.6.1 SASS GDR Sensor Algorithm Processing 

The ADF segment Of the Scatterometer end-to-end data processing sys-

tern comprises three processing components, the first of which is formed by the 

SASS a 0 sensor file algorithms that are described in the next section. ADF 

"sensor" files contain data generated by "sensor algorithms"; the sensor file 

on a SASS GDR is that data contained in all of the 0° basic and supplemental 

records (see Section 8) and in the associated text header records. In general, 

such algorithms perform instrument-specific calibrations and corrections, pro

ducing as outputs physical "observables" (e.g., cr0 s) that are essentially inde

pendent of the specific hardware implementation of the instrument. In addition 

to the measurements of interest, a sensor file contains time-tags, Earth loca

tions, warning flags indicating potential instrument health or data-processing 

problems, values of all corrections, and instrument mode indicators relating to 
these measurements. 

As shown in the scatterometer ADF processing schematic (Figure 4-4), 
00 

sensor file computations begin with the reading of a SASS SDR tape file and 

end with the writing of a GDR 0° sensor file. In the context of the ADF, the 
SASS 0° algorithms may be viewed f ( 

as a set o computer Univac 1100/81) routines 
forming the first-stage processor whose inputs are: (1) Earth-located SASS EU 
data from an SOR, (2) a small set of 

processor control instructions, and (3) a 
stored table of constant parameters,· and whose 

output is SASS a 0 data on a GDR. 

4.6.2 
SASS ~DR Attenuation, Footprint Land/Ocean Resolution 
Algorithm Processing , and Geophysical 

The primary use of the ao GDR sensor file -- and the ao data itself -
is as input to the SASS geophysical algorithms. 

These latter algorithms form a processor that operates on the ao data t d 
0 pro uce the end-product geophysical solutions, the O f 

cean-sur ace wind vectors Bf . 
d . 0 • e_ ore this geophysical processing is one, however, the 

input a footprint cell-location fi·rst-level f • land/water flags are reined with a high-resolution (5') lad/ 
n sea data base, and the a 0 measurement values are corrected -- to the extent 

possible -- for the effects of atmospheric attenuation. As shown in F' 

igure 4-4, this second stage in the ADF SASS computing, which is described in Section 6 
, is done with 

both a SASS "unattenuated" 
0

o GDR a set of algorithms which (1) reads 
sensor file 

generated by the first-stage 
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SENSOR FILE ONLY: 
ATTENUATED (WHERE POSSIBLE) 
o 0 DATA WITH HIGH-RESOLUTION 
l./W FLAGS 

SASS a 0 

SENSOR FILE 
ALGORITHMS 
(SEE FIG. 5-3) 

SMMRT8
1s 

SASS a 0 

ATTENUATION 
AND 
HIGH-RESOLUTION 
LAND/WATER 
DETERMINATION 
ALGORITHMS 

SASS WIND 
GEOPHYSICAL FILE 
ALGORITHMS 

Figure 4-4. Scatterometer ADF Geoph~sical Data 
(ao) and Geophysical (Wind Vector) 
to Final SASS GDR File 

4-19 

SENSOR Fl LE ON LY: 
UNATTENUATED a0 DATA 
WITH FIRST-LEVEL 
LAND-OCEAN FLAGS 

----7 i HIGH-RES I 
LAND/WATER I 
"TOIL" I 
DATA BASE I 

L ____ .....J 

SENSOR AND 
GEOPHYSICAL FILE: 
a 0 AND WIND DATA 

Record (GDR) Sensor 
Processing From SDR 



processing and a SMMR GDR brightness temperature (TB) [l5] file, and (2) 

interrogates the shoreline-location data base. Attenuation corrections are 

computed for all possible cr0 measurements that overlap the SMMR data swath. 

The output of this processor is an "attenuated" land/ocean resolved 

ao GDR sensor file containing data records that have formats identical to those 

out of the first stage of ADF sensor processing. The only change in the GDRs 

beyond the more accurate footprint land/water flags is that the attenuation values 

have been appended to the basic sensor records (in channel locations that were 

pre-defined but, until the second stage, unused). 

The cr0 GDR sensor file that is output from the second stage of ADF 

processing is the file that is directly input into the SASS geophysical algorithms 

for final wind solution production. This third and last stage in the ADF process

ing is shown in Figure 4-4 and described in Section 7. 

Successive GDRs in the SASS ADF processing chain shown in Figure 4-4 

are formed by adding the outpu~ of each stage to the previous GDR contents. Thus, 

the final (type I) GDR file contains both attenuated cr0 and corresponding ocean

surface wind data but, of course, in distinct sensor and geophysical records. 
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SECTION 5 

SASS a 0 SENSOR FILE ALGORITHMS 

5.1 SENSOR FILE COMPUTATIONS 

The fundamental derived sensor "measurement" taken by the scatterometer 

is the NRCS backscatter coefficient 0°. The final instrument-calibrated sensor 

data and various supporting parameters (e.g., measurement error level and signal

to-noise ratio, instrument-related corrections applied to the computer backscatter 

coefficient, etc.) were computed by processing raw scatterometer engineering unit 

and location data from the SOR. The principal stages of the a 0 computation are 

(1) the determination of the SASS receiving system gain, (2) the determination of 

the mean power PR reflected from the surface during the 1.89-s measurement period, 

(3) the determination of the antenna gain from the antenna gain function, (4) the 

calculation of the measurement footprint cell size, and, finally, (5) the calcu

lation of cr0 from the radar equation. The ADF sensor algorithms that performed 

these computations and the overall sensor processing flow are summarized in this 

section. 

A detailed description of the design, operation, signal processing, 

and instrument evaluation of the SASS is given in (10], (16], and [17]. The sen

sor algorithm specifications (3] offer a complete computational-level description 

of each SASS sensor algorithm, including (1) all algorithm inputs, computations, 

and outputs, (2) the details of all processing-flow sequences, (3) the generation 

of the GDR basic and supplemental sensor records, (4) exceptional-condition hand

ling, and (5) a comprehensive presentation of all sensor status and data-quality 

flags that are maintained by these algorithms. For a more complete understanding 

of the scatterometer sensor data, it is recommended that these sources be referred 

to in conjunction with this document. 

5.2 SCATTEROMETER INSTRUMENT SIGNAL PROCESSING 

The SASS instrument transmitted a 100-watt, 14.6-GHz signal that was 

backscattered from the Earth's surface. A square-law detector and gated inte

grator in the receiver were used to sample the reflected power from a given 

antenna 64 times during a 1.89-s measurement period. The first three samples 

h f ere Used to place thi receiver-processor in the most 
reflected from t e sur ace w • 
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With the proper gain state chosen, the 
appropriate of four possible gain states. 

to be in the linear portion of the square-law 
received signal level was certain 

The remaining 61 samples were then processed using the 

the 61 inte-
detector characteristic. 

At the end of the 1.89-s period, mean values of 
selected gain state. 

the telemetry data stream for each of the 
grated voltage levels were entered into 

15 Doppler cells. 

• 1 as repeated continually, but a differ-The 1.89-s measurement interva w 

ent antenna was activated for each consecutive sampling period. Each of the eight 

possible SASS science operationai modes is associated with a different prescribed 

d d des cribed in Table 3-4. A set of such antenna/polarization sequence or ere as 

sequential measurements over a period of time resulted in the ground pattern 

coverage shown in Figures 3-3 (for a two-sided mode) and 3-6. 

A voltage pair was obtained for each of the 15 channels during a 

science frame period that were measures of (1) -the signal reflected from the sur

face plus system noise VSN' and (2) the system noise VN only. The determination 

of this voltage pair is illustrated in Figure 5-1, where a pulse repetition 

period for one of 61 samples and a simplified diagram of the receiver-processor 

system for any one of the 15 Doppler channels is shown. The 4.8-ms pulse repre

sents the transmitter-on time. In the period between successive transmitter 

pulses, the return signal pulse plus noise and the noise itself are individually 

detected and integrated. A typical output signal from the square-law detector 

for one of the 15 channels is shown in the figure. At the end of the signal 

integration period t, there results the sample voltage v The t interval is 
g SNN° g 

immediately followed by an integration dump; i.e., an integrator zero restart, 

after which processing over the noi·se • t · in egration period t yields the sample 
n 

voltage VN. At the end of 61 samples (1.89 s) the mean values V and V for 
SNN N all 15 channels, the measured transmitted power, and various housekeeping data 

and status indicators are entered into the telemetry data stream. 

Using the telemetered voltage pair V d 
SNN an VN, the gain of the 

receiver obtained from calibration data frames, 
and known processor integration 

times, the power reflected from the surf p 
ace R was calculated by the sensor 

algorithms. PR results when the measured . 
noise power derived from VN is sub

tracted from the measured signal-plus-noi 
• se power derived from V as shown by 

Eqs. (3)-(5) of Figure 5-1. Th" SN 
is subtraction process allowed accurate signal 

measurement even when the signal-to-noise ratio 
(SNR) became as low as -12 dB. 
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Figure 5-1. 
· d d Receiver-Processor System 

SASS Pulse Repetition Perio an 
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The terms enclosed in the first three sets of parentheses represent 

(1) the power density at the surface, (2) the effective radar cross section, and 

(3) the RF spreading loss, respectively. The product of these three terms repre

sents the power density at the receiving antenna, and the final term in paren-

theses is the antenna receiving aperture. The factor L includes miscellaneous 
s 

losses such as antenna switching matrix and waveguide losses. 

To obtain the true value of the backscatter coefficient cr
0 

from a 

Doppler footprint cell, the parameters that vary continuously must be integrated 

over the full cell area: this yields the integral form of Eq. (5-1) 

dA, 

which can then, in theory, be inverted to obtain 0°. For 

and 

where 

h(f) 

\

1, for fl< f < fu 

= O, otherwise 

fl = f
0 

- BN/2 

fu f
0 

+ BN/2 

Doppler filter noise bandwidth for particular cell 

Doppler filter center frequency for particular cell 

G 
0 

G/G 
0 

= peak antenna gain 

= gain loss ratio 

Cell a rea defined by A= LR~A' where 
and integration 

L = distance on Earth surface from fl tofu 

dl.
·mension antenna beamwidth in radians, 

= narrow 
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the integral in Eq. (5-2) db assuming that over the can be approximate y 

Variables are constants and are equal to the actual integration the integrand 
A Equation (5-2) then reduces to Of the area • variable values at the center 

2 2 2 
p >.LG (G/G) A 

T s o o 

(5-3) 

Here it is assumed that 0 c, R, and G/G
0 

are Doppler cell center values. Inclu

sion of minor correction factors (that add to the right-hand side of Eq. 5-3) 

f h dl.fference between the approximating equation and compensates for most o t e 

the exact integral equation in the ca cu a ion · 1 1 t • of a 0 The constant corrections 

were determined by a detailed comparison of the values obtained from both forms 

over a parametric range of conditions. Application of these corrections (see 

(31]) keeps the error in o0 due to the use of Eq. (5-3) under .1 dB, and allows 

the calculation of scattering coefficients without the inversion of the integral 
in Eq. (5-2). 

The form (5-3) was used by the SASS sensor algorithms to compute o 0 

from the received power. Pre-launch measurements of antenna switching matrix and 

waveguide losses were used for L. The peak gain G was a constant determined 
S 0 

during ground-based antenna pattern measurements, and the relative gain G/G was 
0 

determined from a table lookup as a function of the antenna look direction for 

each cell. This G/G table was also determined from ground-based antenna pattern 0 

measurements; it was corrected slightly after analysis of o 0 data returned from 

the Amazon Rain Forest (see Subsection 5.4.2). The SASS-to-cell antenna look 

angle, slant range R, and other footprint location and extent parameters for each 

of the 15 Doppler cells were obtained from an SDR file (see Subsection 4.4.2.7) for 
every SASS frame of data. The 1· t · b 

n egration area A was computed for each cell Ya 
sensor algorithm using some of these parameter values provided on the SDR. Using 
the measured values of PR and PT' o0 could 

then be obtained for each Doppler 
channel by evaluating Eq. (5-3) and adding the appropriate correction factor. 

5.4 
0° MEASUREMENT ERROR SOURCES 

The measurement accuracy [lo,
161 

f 
o 0° was affected primarily by com-munication noise, attitude · · 

pointing uncertainty, i·nstrument ( 
processing e.g., quantization errors and gain 

uncertainty), and various bias errors. Bias errors 
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5.4.1.2 Attitude Pointing Uncertainty. The most significant measurement error 

source after communication noise is attitude pointing uncertainty. Included are 

roll, pitch, and yaw angle uncertainties, alignment uncertainties due to mechani

cal and thermal effects, and squint angle uncertainty. Table 5-1 lists the error

slope sensitivities for each of the major sources of pointing uncertainty (e.g., 

25 

45 

55 

a Table 5-1. Pointing Uncertainty Sensitivities 

Error Slope 

00, el, 
Error Source dB/deg deg/deg 

Roll .14 .93 

Pitch 2.47 .95 

Yaw .84 .53 

Squint 2.04 1.43 

RSS .44 dB (10) .26° 

Roll .06 1.02 

Pitch .22 1.01 

Yaw . 03 1. 26 

Squint .17 1.91 

RSS .03 dB(l) .48° 

Roll .01 .87 

Pitch .87 .85 

Yaw . 53 1.31 

Squint . 8 1. 79 

RSS . 21 dB(5) .48° 

al-a Uncertainty: 
Roll ::::: . 08 deg 
Pitch ::::: .11 deg 
Yaw ::::: .33 deg 

.1 deg Squint ::::: 
X 10- 3 deg Mechanical misalignment ::::$ 6.9 

Thermal misalignment ::::: . 02 deg 
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DIST, 

km/deg 

16.8 

17.0 

9.7 

25.6 

4.7 km 

25.6 

25.5 

31.81 

48.2 

12.1 km 

25.7 

25.2 

37.9 

52.0 

14.0 km 



'd ce angles. Included in the table are d'fferent inci en 
clo0 /cl (roll)) at three i 1 ulation of the incidence angle SI, and the 

• slopes relating to the ca c uncertainty bl · d 
. • ( IST). Thus, the first ta e entry in icates that locating of surface positions D 

for 8 = 25 
I 

1 d oll uncertainty will map into a o 0 error of deg (channel 1), a - eg r 

• h 1 throughout the orbit; maximum values are slig t Y .14 dB. These slopes vary 

shown. Also included is the total l-o RSS error due to these attitude and align-

h 1-o uncertainties listed at the bottom of the ment sources that results from t e 

in the 0 ° error column are the errors expressed table. The values in parentheses 

as normalized standard deviations in percent. 

5.4.1.3 Instrument Processing Noise. The instrument processing error that 

results from processor quantization effects, i.e., the discrete representation of 

continuously varying parameters, etc., is relatively small compared to the other 

random measurement errors. A .1-dB 1-o error-level assessment was made by the 

sensor algorithms for this source. 

5.4.1.4 Total o
0 

Uncertainty Due to Random Error Sources. For high SNR, 

corresponding to high wind speeds, the attitude uncertainties dominate the 0° 

error sources. For low SNR, corresponding to low wind speeds, K dominates. 
p 

Estimates of the 1-cr level for both of these errors were made by the sensor algo-

rithms for all Doppler channels. The total normalized standard deviation (NSD) 

of 0° measurement error was also then estimated as the RSS of the three random 

sources, including the .1-dB error assigned to instrument processing. 

The total random error that occurred in the measurement of o 0 under 

high SNR conditions is estimated to be less than .47 dB. For worst case SNR con-

ditions occurring at low wind speeds and at h thi's 
error approaches 3 dB. t e outer edge of the swath, 

5.4.2 
Scatterometer Interbeam Biases 

SASS measurements take d . t 
n unng the mission from the Amazon rain fores ' a region thought to yield isotro ic . . 

• P and polarization-insensitive backscatter, were used in an analysis to d t . 
e ermine, to the extent possible, the relative static biases between the four d 1 

ua -polari· zed t [ ] 1 ri' thm d an ennas 10 . A sensor a go use the resultant table of 1 . 
re atively small corrections to remove these eSt i- · mated antenna- and 1 po arization-dependent 

biases. This table is further 
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separated into nadir- and primary-swath bias corrections. The analysis indicated 

that any interbeam biases that might remain in the final corrected o0 measurements 

output to the GDR sensor file are small. 

5.5 INSTRUMENT STABILITY: THE SASS NOISE FIGURE 

The four calibration frames that occur in the data every four minutes 

or after a mode change were used by the sensor calibration algorithms to estimate 

the scatterometer noise figure, as well as to update the current system gain. 

This computed noise figure provides a tool for evaluating the noise characteristics 

of the instrument receiver system and overall system stability (16]. Analysis of 

this noise figure parameter indicates that the receiver noise figure remained 

stable at its prelaunch calibration value of 5.6 dB during the 96 days of mission 

data. 

5.6 SCATTEROMETER SENSOR FILE PROCESSING 

5.6.1 Processing Summary 

Al oorithm Computations. SASS o0 sensor processing from input SDR to 5.6.1.1 !2 _ 

the output GDR first-stage sensor file (first box in Figure 4-4) is shown in Fig-

f h 12 labeled algorithms and their interfaces, ure 5-3 as a schematic o t e 

functional 

identified 

th GDR Individual algorithms are flow sequence, and outputs to e , 

in the figure by shorthand labels (S-xx) taken from their full number-

• • • • [3] Three algorithms process calibration data, ing scheme designations given in • 

- d t and one functions as a processor controller. eight process science a a, 

Data is processed from SDR to GDR on a frame-by-frame basis: after 

one complete telemetry frame of data has been read from the SDR, unpacked from a 

byte-oriented to a computer word-oriented format, and otherwise prepared for pro-

* cessing by the input algorithm I-O1, o " • " control is passed to the o supervisor 

* 
The input (I-O1) 
ADF system-level 

1 "thms in Figure 5-3 are considered (O-O1) a gon 
and out.put 0 sensor file subroutines. 
subroutines and not o 

to be 
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* algorithm S-00. S-00 perfor f ms many o the data "housekeeping" functions, such 

as (1) inS t rument st atus and health evaluation; (2) bit error, anomaly, and miss

ing data detection (with corrective action taken, whenever possible); (3) data 

quality inspection; and (4) status reporting with indicator flags on all of these 

items. 

If the current frame being processed is calibration data, S-00 invokes 

algorithms S-01, S-02, and S-12. S-01 and S-02 determine the current system gain 

(see Subsection 5.2), ·and S-12 performs the receiver noise figure computations at 

the end of the calibration sequence. If the current frame is science data, then 

the other eight a 0 algorithms (there is no S-10) are invoked in the order shown 

in Note 2 of Figure 5-3. The received power, antenna gain, cell area, and 0° 

value are determined by algorithms S-03, S-04, S-08, and S-05, respectively. 

Estimates of 0° error components and total measurement NSD are computed, and the 

0° bias and antenna pattern corrections are applied by algorithms S-06, S-07, 

S-11, and S-09, respectively. 

Some Doppler cell geometry parameters not computed by the IDPS (see 

Subsection 4.4.2.7), such as the latitude·and longitude of the four corners of a 

rectangular box which approximates a cell's location and extent, are also com

puted by S-08 for inclusion in the GDR sensor file. These corner locations are 

used for, among other things, co-locating SASS and SMMR footprint cells and for 

identifying SASS cells that partially or completely overlay land·or ice in the 

attenuation and ocean/land resolution SASS sensor file processing (Section 6) that 

follows the 0° computation stage. 

5.6.1.2 SASS GDR Sensor Records 

"6 l 2 R d After an input frame of science data has been ) .... 1 Basic ~ensor ecor . 

processed by the 0 ° algorithms, the resulting parameters to be saved are collected, 

organized into a byte-formatted record, and then written as a single data frame 

onto a GDR sensor file by the output algorithm 0-01. This GDR 0° record thus 

* 'DF envi·ronment, higher level system algorithms not shown ln the context of then 
in Figure 5-3 control the functioning of S-00. 
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__ 15_cell data set frame structure described in 
retains the one antenna beam 

. d'ate and auxiliary parameters (SNR, various 0 o Subsection 4.5. Numerous interme i 
• 1 cation data passed through from the corrections, etc.), as well as footprint 0 

SOR and from algorithm S-08, are also included in this GDR science frame output 

record. This data unit is the SASS GDR basic sensor reco rd ; its contents and 

format are given in Section 8. 

5 6 l 2 2 S l l S Record For each calibration four-frame sequence . . . . upp ementa ensor • 

a separate record containing the resulting system gain, noise figure, and sup-

porting parameters is written onto the GDR sensor file. Each calibration data 

record appearing on a GDR is therefore nominally followed by 124 consecutive 

science frame (basic sensor) records. This second record generated by the cr0 

algorithms is the SASS GDR supplemental sensor record; its contents and format 

are also given in Section 8. 

5.6.1.3 Unavailable Footprint Location Data. Occasionally in the mission data 

stream, the IDPS was unable to compute Doppler cell Earth-location parameters for 

SASS science frames even though the corresponding telemetry data was present. 

Typically, this occurred earlier in the mission when attitude control difficulties 

caused attitude reference parameters (e.g., yaw) to exceed mission-design per

formance specifications. This in turn resulted in Doppler cells near the outer 

edge of the SASS swath having calculated locations that did not intersect the 

Earth's surface for short bursts of data. Such data frames are flagged on the 
SOR as having no footprint location informati'on ·1 avai able for all 15 cells (the. 
entire minor frame). F · 

or continuity, the SASS sensor algorithms carried the pro-
cessing of unlocated science frames f 

as ar as they could -- to the point of re-
ceived power PR and signal-to-noise 

ratio (S-03) -- with the circumstance appro-
priately flagged on the output GDR basic sensor record. 

5.6.2 Capsule Description of Sensor Alg . h orit ms 

An algorithm-by-algorithm 
summary of the function of the 12 computer 

modules that perform the scatterometer 
sensor file pr • b 1 A detailed description ocessing is given e ow. 

of these algorithms can be 
found in [3]. 
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5.6.2.l S-OO: st atus and Quality Checking. This algorithm is the main controller 

of the sensor file processing. It checks the various status, science, and house-

keeping telemetry channels for proper ;nstrument · h 1 f 
L operation, c anne out-o -range 

conditions, and possible data stream bit errors. It provides status and quality 

flags on the output records (see Section 8) for use in assessing the quality of 

the 0° measurements. A subset of these flags is examined by the geophysical pro

cessing algorithms to determine whether the quality of particular cr0 measurements 

is too low to warrant their use in computing wind vector solutions. Where possi

ble, the algorithm makes adaptive ch.anges to tr:e processing to avoid errors which 

would otherwise result because of key detectable bit errors and/or channel out

of-range conditions. It determines when science and/or calibration frames are 

missing and performs related record-keeping. It provides for continued sensor 

file processing when some, or even all, of the four calibration frames in a cali

bration sequence are missing from the data stream. 

The algorithm determines the instrument operating mode and attempts to 

resolve conflicting mode indications. It provides the necessary processing for 

the continuous calibrate and standby modes. It also performs science frame time 

filtering, yaw uncertainty override, orbit number calculation, some input data 

transformations, and sequencing of the other sensor algorithms after determining 

if an input frame is science or ca1ibration data. 

5.6.2.2 S-01: Constants. This calibration algorithm calculates various param-

eters such as antenna switching matrix (ASM) gains and calibration noise tempera

tures that are subsequently used by other algorithms. These parameters are recom

puted during each calibration sequence using ground calibration and temperature 

monitoring data, and remain constant over the ensuing 124 science frames until 

the next calibration sequence. 

5.6.2.3 s-02: Gain Calibration. This calibration algorithm determines the 

instrument gain using data obtained during a calibration period. These gain 

factors are then used for the subsequent science cycle of 124 frames (or less if 

a mode change and resultant calibration sequence occur see Subsection 4.5.1). 

5.6.2.4 S-03: PR, NP, and SNR. 

sured reflected signal power (PR), measured noise power (NP), signal-to-noise 

This algorithm determines che value of mea-
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. temperature (TAM). These parameters are ratio (SNR), and the mean antenna noise 
each frame of science data, except for computed for all 15 Doppler channels in 

TAM, which is the noise temperature average dover the 15 channels. 

5.6.2.5 S 04: Antenna Factors. This algorithm determines the antenna gain 

factors and beam width for each frame of science data using lookup tables. 

5.6.2.6 S-05: Scattering Coefficient. 

the normalized radar cross-section (NRCS) 

Doppler channels. These a0 s come directly 

This algorithm determines the value of 

scattering coefficient 0° for the 15 

from the radar equation (5-3) and, at 

this stage, have had no corrections (e.g., antenna pattern) applied. 

5.6.2. 7 S-06: Attitude Uncertainty Errors. This algorithm determines the 

uncertainty in the a0 measurements, incidence angles e
1

, and cell locations due 

to uncertainties in the spacecraft attitude pointing angles and mechanical/thermal 

alignment errors. It also determines the direction of the line along which the 

cell location errors lie. 

5.6.2.8 S-07: Measurement Error. This algorithm determines the measurement 

error KP on 0° due to communication noise, and the total normalized standard 

deviation on the measurement of a 0 combining all sources of error. 

5.6.2.9 S-08: 

mate inS t antaneous field-of-view (IF0V) and total integrated area of the resolu

tion footprint cell for each of the 15 Doppler channels. It also determines the 
dimensions of the rectangle that 1 

Cell Geometry and Area. This algorithm determines the approxi-

over ays, and is equivalent in area to, the 
total integrated cell. F" 11 · 

ina Y, it determines the corner locations of the larger 

region defined by th e lines of longitude and latitude that describe the minimum 
rectangle containing the measurement ar ea. 

5.6.2.10 S-09: Scattering Coeff· . 
0 icient Correction. This algorithm corrects the 

cs calculated from the radar equation (5-3) f 
or antenna pattern and filter 

response approximations (see Subsection 
5•3). These corrections are obtained from a table and are added to the . 

S-05. scattering coefficient values determined by algorithm 
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5.6.2.11 S-11: Bias Removal. This algorithm adjusts the scattering coefficient 

measurements for relative interbeam biases by removing the bias errors determined 

from bias calibration data (see Subsection 5.4.2). These corrections are obtained 

from a table and are added to the antenna-pattern-corrected c 0 values determined 

by algorithm S-09. These bias-corrected c 0 s are the final instrument-corrected 

backscatter coefficient measurement values coming out of the first-stage of SASS 

sensor file processing. At this stage, they have not been corrected for atmo

spheric attenuation effects. 

5.6.2.12 S-12: Noise Figure. This algorithm determines the scatterometer 

receiver noise figure from calibration data using they-factor technique. 
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6.1 

SECTION 6 

SASS 00 ATTENUATION AND FOOTPRINT LAND/OCEAN 

RESOLUTION PROCESSING 

INTRODUCTION 

The SASS cr0 sensor dat d d a compute as escribed in Section 5 is without 

atmospheric attenuation corrections, and the land/ocean resolution flags corre

sponding to each cr
0 

measurement location pertain only to the center of the associ

ated footprint Doppler cell (see Subsection 4.4.2.2). As shown in Figure 4-4, 

the cr0 measurement values are corrected for attenuation to the extent possible, 

and the cell-center land/water flags derived by the IDPS are upgraded to include 

·land/water determinations at other points throughout each cell's extended area 

by a set of algorithms that serve as the second, and final, stage of ADF SASS 

sensor file processing (see Subsection 4.6.2). The output of this intermediate 

processing stage is an "attenuated" land/ocean resolved cr0 GDR sensor file that 

is input directly into the wind-retrieval geophysical algorithms. This section 

describes the refined "TOILing"* that is performed to yield an accurate (ocean, 

land, or mixed) measurement-type indicator for each cr0 footprint cell and the 

method used to compute attenuation corrections for the cr0 data. 

6.1.1 SMMR Brightness Temperature (TB) Data 

The SASS attenuation algorithms use SMMR-derived brightness temperature 

(TB) data as the basis for computing corrections for the loss suffered by the 

scatterometer signal due to heavy clouds and precipitation during its round-trip 

passage through the atmosphere. The SMMR instrument was designed for the purpose 

of determining a variety of parameters such as sea-surface temperature, wind 

speed, and atmospheric water vapor and liquid water on a global, nearly all-

] The i·nstrument measures thermal microwave emission weather basis (15,20,21. 

from the Earth at five dual linearly polarized frequencies (6.6, 10.7, 18, 21, 

*TOIL ( . I 1 d)· this acronym is a legacy of the mission data 
Time-Tagged Ocean ce an • ,. " d "L d" · . . 1 · hase and only Ocean an an remain as cor-processing requirements panning P , f Th 

d b used to resolve the Earths sur ace. ~ atever rect descriptions of the ata ase . 6 
( • 1 d d is incorporated into the static data ase as surface) "Ice" that was inc u e 
"Land." 
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h • cal parameters may be derived. Before the and 37 GHz) from which the geop ysi 

Can be retrieved from the data, the radiometric antenna geophysical quantities 

be corrected for a number of antenna pattern temperature measurements must 

effects in order to obtain actual brightness temperature distributions of the 

observed fields of view (see Figure 3-2 and Table 3- 2). For purposes of recover

ing these geophysical parameters to within desired Seasat mission goals, therms 

accuracy requirements on the determined brightness temperatures were less than 

1 K, depending on the particular frequency [15]. To achieve these system goals, 

it was therefore necessary to pay careful attention to the instrument calibration 

and antenna pattern corrections (APCs). 

The SMMR antenna received radiation from all directions as weighted by 

the antenna patterns, so that radiation received through the sidelobes and cross

polarization lobes needed to be accounted for in order to derive the actual 

brightness temperatures viewed in the direction of the antenna boresight. The 

essential problem dealt with by the SMMR APC algorithms was therefore to make 

the correction for radiation received through the secondary antenna lobes so 

that the corrected value represented the average T over only the main-beam foot-
B 

print region. Correction for the antenna pattern effects begins with the inte-

gral formulation of the antenna temperature equation involving the vector proper

ties of the emitted field and the antenna patterns. Th · e inversion of this inte-

gral equation for radiometric data has been done with varying success using such 

techniques as successive approximati'on, F · 
ourier transforms, and matrix methods. 

Matrix and transform methods are useful for 
processing large volumes of data and 

lend themselves to smoothing t h · 
ec niques for reducing instabilities in the inver-

sion procedure. In general, a pro d f 
ce ure or accurately reconstructing T distri-

butions requires a complete set of a . B 
ntenna temperature measurements and large 

amounts of computation. I 
n any practical situation such as with the SMMR where 

large volumes of data d d ' 
nee e correcting, a trade-off must be made between the 

recovered-TB accuracy requirements and the 
need for cost- and time-efficient 

processing of the data set. 

6.1.2 Interim Antenna Pattern C 
Temperature Data orrection for SMMR Brightness 

functions: 
The SMMR "full" APC 

algorithm erf 
(1) P orms the following four major 

reformats the ante 
nna scan-oriented data onto regularly spaced 
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Earth-located grid cells (2) cor t f . • recs or cross-polarization coupling, (3) corrects 

for radiation entering the sidelobes, and (4) arranges the output data into a 

format suitable for geophysical processing. Functions (2) and (3) are performed 

as a unit in the algorithm since the cross-polarization and sidelobe character

istics of the antenna patterns are, in principle, inseparable. However, as 

shown in (15] for reasonably homogeneous areas (such as over open ocean well away 

from major land areas), the error introduced by neglecting sidelobe effects is 

not significant and approximate retrievals can be obtained by considering only 

cross-polarization effects. This approach was taken to develop an earlier 

"interim" version of the SMMR APC which omitted function (3), above, correcting 

only for the sidelobes viewing cold space beyond the Earth horizon. In this 

case the cross-polarization correction or decoupling can be done by simple 2x2 

matrix operations on the pairs of horizontal and vertical antenna temperatures 

for each cell (with the matrix elements computed off-line based on the nominal 

antenna scan characteristics and the antenna patterns). 

The interim-APC TB's were found (during a mini-workshop conducted by 

the SASS Evaluation Task Group) to yield SASS cr0 attenuation corrections that 

were not substantially degraded over those derived from full-APC TB's for SMMR 

data that is located no closer than about two SASS footprint resolution cells 

away from major land areas. In addition, it developed that an unacceptable delay 

in the production of the final SASS GDR geophysical data set would have resulted 

had the SASS attenuation processing (which had to be done before the geophysical 

processing could begin) awaited the generation of final SMMR full-APC TB's rather 

than interim-APC TB's. (Seasat Project GDR production time schedules for the 

various sensors required the completion of SASS GDRs considerably before the 

earliest projected date of completion of SMMR GDR full-APC TB data.) A manage

ment decision was therefore made to do all scatterometer cr0 attenuation process-

t re data A set of interim-APC TB data ing with interim-APC brightness tempera u • 
· h complete SMMR mission time span for the sole was thus generated covering t e 

SASS S ensor data attenuation algorithms purpose of providing input to the 

DR Containing cr0 data to be "attenuated" by described below. Each SASS sensor G 

these algorithms was therefore accompanied by a SMMR interim-APC TB GDR file 

Whl.ch, whenever possible, spanned the scatterometer covering a time interval 

data -- see Figure 4-4. 
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6.1. 3 

Clarification is appropriate. In keeping with A note of terminology 
• the term "brightness temperature" or Seasat -- and much other -- literature, 

• (6 1) f rs to the SMMR-derived experimental 11r II used in this subsection • re e 
B lt after antenna temperature measurements apparent temperature data that resu s 

have undergone APC manipulations. This AFC-corrected antenna apparent tempera-

measured by th e radiometer for a given atmospheric condition, is ture, which is 

( d) b • ht temperature of the solid-angle volume seen through the the measure rig ness 

antenna main lobe and thus includes the brightness temperature of the sea surface 

as well as an atmospheric component. However, in Subsection 6. 3, "brightness 

temperature" and 11r II will refer only to the brightness temperature of the sea, 
B 

while the apparent temperature -- whether theoretically modeled as a function of 

atmospheric and surface conditions or derived from SMMR measurements -- will be 
denoted T . 

a As so defined, Ta and TB are equivalent only in the case of a loss-
less atmosphere. It is precisely for the SASS attenuation algorithm that the 

distinction becomes important: the cr0 correction for attenuation will be modeled 

as a function of the difference between the two temperatures. 

6.2 SASS cr° FOOTPRINT CELL LAND/OCEAN FLAGGING 

The downstream SASS geophysical processing must reject from the wind 

solution retrieval process any cr0 measurement whose footprint resolution cell 

region is intersected by any portion of a land mass. Because a SASS resolution 

cell has an extended area, it would be inadequate to make a use/reject decision 
based only on the !DPS-provided land/ocean fl · h l 

ags since t ey app y only to the 
location of the cell center point These fl h 

• ags are t us upgraded to include 
land/ocean determinations at each of four dd · t · 

1 
. 

a i iona points per cell located 
approximately at the extremities of th f • 

e ootprint areas. An understanding of the 
location of these four points requires the 

delineation of the relative placement 
of three juxtaposed footprint cell-related 

regions. 

6.2.1 
Doppler Measurement Cell Fl . 

agg1ng 

Figure 6-1 depicts a typical . . 
six-sided integrated Doppler footprint cell (see also Figure 3-4) along "th· 

wi 
th

e derived equivalent-area rectangle and the latitude- and longitude-def· d 
ine rectangular b am 

measurement area. The along- e 
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• cide with the edges of the Doppler 11 rectangle coin edges of the equivalent-Ce ' f h l 
of width w; the length L o t e rectang e is cell (with vertices a-b-c-d-e-f) 

ar ea of the Doppler cell. Both regions are censuch that wL' is equal to the 

d have orientation defined by a and longitude= 01 an z' tered at latitude= •1 l 1 
h th Computational detai s re ating the cell azimuth clock angle from tenor . 

11 re given in [3]. The latitude- and the equivalent cell to the Doppler ce a 

• 1 from the latitude/longitude lines generated longitude-defined area results simp y 

d p ($ n ) which bisect the ends of the by the opposing points P1 ($11 ,nLl) an 2 12' 12 ' 

equivalent cells. 

For each cro measurement cell the five locations p = (cpL,nL)' pl = 

($11• 1111), p2 = ($12• 1112 ' TLl' 12 ' 12' Ll ) ("' n ) and ($ n ) are individually checked to 
see if the point is on land or water. (The !DPS-derived indicator at the center 
point Pis rechecked here for possible errors.) This checking is done using an 

accurate data base that contains a land or water indicator for each 1/12 x 1/12-deg 
square on t e Eart s sur ace. h h ' f These S' surface boxes contiguously cover the 

Earth and are referenced by longitude and geodetic latitude. A graphical repre

sentation of this data base for the western and eastern hemispheres is shown in 
Figure 6-2. 

If all of the five points are marked as being ocean, the TOIL flag 

corresponding to the o
0 

measurement being checked (see Table 8-3, parameter 

channels 824-838) is set to Oto indicate that -- to the extent that it could be 

determined -- the backscatter value was not contaminated by the presence of land 

in any part of the measurement region. If all five points are marked as being 

land, the corresponding TOIL flag is set to 1 to indicate that the measurement 
region was on land. If the result of the 
indicator differing from the 

five-point check is mixed (at least one 
others), the TOIL flag is set to 2 to indicate a mixture of land and ocean or an uncertain result for that measurement cell. An 

apparent question arises: "For purposes of yielding the most reliable TOIL flag 
(given a small number of land/ocean checks 

per cell), why weren't, say, the vertices a,b,c,d,e,f or the corners of the 6-1) 
equivalent-area cell (see Figure 

used as the check points along with the cell center?" The answer: the locations 
of these latter points were not comput db h d 

e Y t e IDPS or the sensor algorithms an therefore are not available on the GDR •t des 
sensor data records. (The corner lati u and longitudes$ $ Q n 

Ll' 12' Ll' 12 are contained in channels 120-179 of the SASS Basic Sensor Record -- see Table 8-3.) 
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6.2.2 Extended Measurement Region Flagging for Attenuation 

Attenuation corrections are computed for all cr0 measurements that 

(1) overlap the SMMR data swath, and (2) are located far enough away from land. 

Since ocean TB computations degrade somewhat as SMMR footprint locations approach 

a land mass, an expanded SASS measurement cell "footprint" is first computed by 

the TOILing algorithm before co-location with SMMR data is performed by the 

attenuation algorithms. This is done by adding 50 km to the center-to-edge dis

tance of each side of the latitude- and longitude-defined measurement region 

described in Subsection 6.2.1 and shown in Figure 6-1. The resulting expanded 

SASS attenuation TOIL region is thus shown in Figure 6-3 as that rectangular 

area enclosed by the lines of latitude and longitude generated by the opposing 

vertices P3 ($L 3 ,nL 3) and P4 (~14 ,nL4). This larger attenuation cell is then 

examined for land/ocean by checking the outer four locations P
3

, P
4

, ($13 ,n 14 ), 

and (~L4 ,n 13 ) and combining the results with that obtained from the inner five 

check points described in Subsection 6.2.1. As before, this extended SASS cell 

is marked as all ocean if all nine check points indicate ocean, etc., and the 

extended TOIL flags (Table 8-3, channels 750-764) are set accordingly. If this 

expanded region is found to contain no land surface by this test, the correspond

ing cr0 footprint cell is deemed to be far enough away from land to be "attenuated" 

with co-located TB data. 

6.2.3 The SASS Footprint and Attenuation Cell TOIL
Flagging Algorithm 

The SASS TOILing algorithm (SS.IG.G-07.00/0/B), which is a component 

of the SASS attenuation/TOIL processor, performs the following computational 

Subsect 1·ons for notation and definitions) for each steps (refer to preceding 

Cell found in the Basic Sensor Record: scatterometer measurement 

(1) 

(2) 

Check cell center: convert ~L to geodetic system (see Eq. (8-1) 

in Subsection 8.3.7) and then check point P = (~1 ,nL) for ocean 

or land . 

Check corners Of latitude- and longitude-defined measurement cell: 

geodetic and then check points (~Li'nLJ.), i=l,2, 
convert ~Li to 

j=l,2. 
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(3) 

(4) 

Set basic TOIL f lag (channels 824-838): if results from steps 

all water, set TOIL flag accord-(1) and (2) are all land, or 

ingly (O = ocean, 1 = land). If results are mixed, set flag= 2 
(mixed). 

Set extended-cell TOIL fl ag (XF -- channels 750-764): 

(a) Set XF = basic flap,. 

otherwise, 

If XF is land or mixed, then quit; 

(b) Calculate corners of extended cell: 

Set $13 = $12 + .4545 deg (50 km) 

Set $14 = $11 - .4545 deg 

(If $12 < $11 , do the opposite.) 

Set n
13 = nL2 + .4545/cos($ 1 ) 

Set n
14 = n -

Ll .4545/cos(~) 
L 

(If nLl is east of n
12

, do the opposite.) 

Normalize n
13 

and n
14 

to [0,360) deg. 

(c) Check corners: convert $Li to geodetic and then check 

points ($1i,nLj), i=3,4, j=3,4. 

If any point is land, set XF=2 (mixed); otherwise stop, 

leaving XF = basic flag. 

Note: If location data is unavailable (see Subsection 5.6.1.3), the flags are 

all set to 2 (mixed/unknown) for the 15 cells contained in that data frame. 

6.3 SASS cr° CORRECTIONS FOR ATTENUATION 

In the presence of heavy moisture-laden clouds and precipitation, the 

scatterometer signal is subject to atmospheric attenuation during the round-trip 

between antenna and ocean surface. Under this influence an incorrect ocean

surface cr0 value will be computed by the sensor algorithms, which will in turn 

induce an error in derived wind speed. Wherever possible, corrections for this 

attenuation have been calculated by using the microwave antenna apparent tempera

ture measurements (see Subsection 6.1.3) derived from the S~~1R instrument at 
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t res have been shown to be capable of 
18.6 and 37 GHz. These antenna tempera u 

and therefore can provide attenuation magnitude detecting cloud-top temperatures, 

a heavy cloud and precipitation environment. and location estimates in 

d 1 the right side of the spacecraft, correcSince the SMMR scanne on Y 

1 b de for the SASS/SMMR overlap portion of the tions to cru data have on y een ma 

right-side SASS swath (beams 1 and 2). Left-side swath SASS data (beams 3 and 4) 

have no attenuation corrections applied and may therefore yield wind solutions 

f • 1 underesti·mate medium to high wind speeds in the presence of that signi 1cant y 

higher rain rates. bl 1·s exam1·ned further in Subsection 9.5, where a This pro em 

table of percent wind speed error estimates for various rain rates and incidence 

angles is provided. 

A major problem in correctly estimating the SASS attenuation occurs 

because (1) the SASS and SMMR footprints on the surface are of different sizes 

and shapes, and (2) they do not coincide because of different instrument scan 

patterns. Attenuation estimates are thus based on SMMR observations covering 

areas much larger than the SASS footprint. Since these areas -- and the SASS 

footprint itself -- are much larger than most rain cells, errors are inherent in 

any procedure using SMMR data to correct the SASS signal for attenuation. Such 

errors would be greatly reduced if the scatterometer and radiometer had coinci

dent footprints and comparable footprint areas. However, even without ideal con

ditions the SMMR temperature measurements do provide acceptable corrections under 
low to medium rain rate conditions. 

A description of the algorithms used to correct for atmospheric atten
uation and their theoretical bas1·s follow. 

The algorithms were developed by 
G. Dome and I.J. Birrer of the University of Kansas Remote 

Sensing Laboratory. 

6.3.1 
Basis fo_r Use of Radiometer to Estimate Attenuation (22) 

A microwave radiometer can be used to 
determine attenuation between a 

of a radiometer to the change 
satellite and the db groun ecause the sensitivity 
in thermal emission caused by cloud and 

rain attenuation is much stronger than to 
the change in emission from the surface 

caused by change in wind speed. An at tenua t ion that has a relatively 
small effect on a 14.6-GHz scatterometer measurement 

of the surface wind causes a 
rather large increase in the brightness temperature observed at 18 GH d 

z an an even larger . 
increase in that observed at 37 GHz. 
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► 

The antenna temperature that a radiometer would measure observing the 

sea without attenuation is equivalent to the sea's brightness temperature TB 

(see Subsection 6.1.3), and can be calculated for vertical polarization at the 

sMMR's constant 49-deg angle of incidence if the sea-surface physical temperature 

is known. An increase in the observed value above the base-value T is an excess 
B 

temperature caused by attenuation in the atmosphere. The amount of this differ-

ence between the total apparent temperature and the brightness temperature of the 

sea, called the excess brightness temperature, has been determined for various 

model cloud and rain conditions, as has the attenuation. An empirical relation 

has been established between the excess temperature at 37 and 18 GHz, and the 

attenuation at the 14.6-GHz SASS frequency. 

The algorithm uses the vertical-polarization 37-GHz SMMR channel to 

calculate small attenuations and the vertical 18-GHz channel to calculate 

moderate-to-larger attenuations. The method is based essentially on a model that 

expresses the antenna apparent temperature in terms -of the total atmospheric 

attenuation and the (known) sea-surface temperature: given SMMR-derived measure

ments of the apparent temperature, the model can be inverted to yield attenuation. 

This method has been shown to be reasonably successful, although performance 

evaluations have been limited due to the difficulty in determining actual attenu

ations that occurred to compare against. 

Radiative transfer theory is briefly outlined here as it applies to 

k into account atmospheric scattering by the problem. This theory does not ta e 

d S 1·gni·ficant error for larger attenuations at freparticles -- which can yiel 

that Cloud an d rain drop diameters become a significant fraction of quencies such 

a wavelength. 

6.3.1.1 

transfer 

where 

f th Ante nna Apparent Temperature. Modeling o e --
The basic radiative 

equation is [23) 

dT .(z,6) 
cos6 aJ + a (z)T .(z,6) 

dz T aJ 
a (z)T . (z) T air 

(6-1) 

T . (z,6) 
aJ 

for polarization j (V or H) at alti= apparent temperature 
angle e from the surface normal tude z and incidence 
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I · of the atmosphere at altitude z total absorption 

air temperature at altitude z 

The apparent temperature may be expressed as 

T .(z,8) = L(z,8)T .(0,8) + Tatm(z,8) 
aJ aJ 

(6-2) 

where the atmospheric transmittance L(z,8) is given in terms of the attenuation 

1(,,8) • exp [-seca~' aT(u) du] 

and the atmospheric temperature is 

The apparent temperature that would be measured at the surface 
' 

Taj(0,8), consists of the (sea) surface emission brightness temperature, TB, 

and an atmospheric component which is reflected from h 

This surface apparent temperature is then given by 
t e target surface, Tr. 

where 

e:. (8) 
J 

T . (8) = 
rJ 

e:.(8)T 
J s 

T . (0,8) 
aJ TB. (8) + T . (8) 

J rJ 

sea-surface emissivity in the incidence 
direction 8 f angle or polarization j 

TS(8) = sea-surface temperature at the location 
corresponding to the d' . 8 1rect1on 

reflected sky temperature for 
polarization j 

(6-3) 

(6-4) 

(6-5) 

(6-6) 

f a 
R.( 9 ) a (z' T , 

J , T ) air(, ) exp [-sece f,~ "r(u)du ],dz' (6-7) 
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where Rj( 8) = (l - e:j( 9)) is the reflection coefficient for polarization j. 

Consequently, the apparent temperature that would be measured by a 
downward-looking radiometer is g1·ven by the 1 re ation: • 

Taj (z,8) = L(z,8) [e:. (8)TS + T . (8)] + T (z 8) 
J rJ atm ' 

The manner in which the individual contributors to the measurement scene 

combine to yield the apparent temperature is illustrated in Figure 6-4. 

The total attenuation in the atmosphere is given by 

Clo + aH O + aCLOUD + aRAIN 
2 2 

(6-8) 

(6-9) 

The contribution from the first two terms in Equation (6-9), resulting from 

resonant absorption associated with the o
2 

and H
2
o molecular components of the 

atmosphere, is relatively small at the frequencies of the SMMR radiometer (except 

21 GHz, which is not used in correcting the SASS). Because these contributions 

are small and their variations are even smaller, these clear-sky components of 

the total attenuation may be considered constant in the SASS correction, particu

larly since their changes are small compared to both the contributions of the 

other two terms and to the required precision of the SASS measurement. Hence, 

the correction problem centers on the aCLOUD and aRAIN terms, with particular 

attention paid to the latter because the effects of clouds are usually too small 

to significantly affect the performance of the SASS. 

· · a functi'on of the height above the Earth's Since the absorption is 

surface, Lis the integrated value over the height of the atmosphere: 

where R/h is the ratio of range to height that accounts for the path length 

h at a nadi·r angle e from the surface normal: for a flat-
t rough the atmosphere 

Earth 
. I _ 8 For the Seasat altitude this remains approximately 

assumption, Rh - sec• 

1 d 
'th 8 the SASS incidence angle. The atmospheric absorp-

valid if 8 is rep ace wi i' 
d th t: de to the cloud and rain 

t • negli'gi'ble above 30 km an a u ion is essentially 

km·,. i·n fact, for most purposes, it is negligible 
terms is negligible above 20 
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above 10 km. In the development used here, however, the calculations 
out to a height of 20 km. are carried 

As described in [22] an e •• 1 ' mpirica model developed for cloud absorption 

by Benoit is 

where 

a CLOUD (z) 
b Mf exp(a) (6-11) 

aCLOUD(z) = cloud absorption at height z above the surface, dB/km 

M = liquid water content of the cloud, g/m
3 

f = 

b 

propagating frequency, GHz 

frequency index (for water clouds, b 

clouds, b = 1.006) 

a= temperature coefficient 

1.95; for ice 

= -6.866[1 + .0045(T . (z) - 273)] for water clouds 
air 

-8.261[1 .01767(T . (z) - 273) - .0004374(T . (z) - 273/] air air 

for ice clouds 

T . (z) = air temperature at height z 
air 

The form (6-11) and the above coefficient values are used in the atmospheric 

attenuation algorithm for SASS data. 

As indicated in [22], Gunn and East presented a model for rain 

absorption which is still in use, although numerous papers have been written 

describing variations in the model coefficients. Their model is represented as 

(6-12) 

where a (z) (dB/km) is the rain absorption at height z, R(z) (mm/h) is the 
RAIN rainfall rate at height z, and Kand pare empirical constants. Medhurst and 

Ippolito derived values for these constants based on both theory and experiment 

(see [22]). DeBettencourt (also see [22]) continued this work and developed 

other values that differed somewhat from those of Medhusrt: values of their 
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are shown in Figure 6-5. The form (6-12) and constants as a function of frequency 
used in the development of the rainthe constants from DeBettencourt are 

heric attenuation algorithm. absorption component of the atmosp 

fr om precipitation droplets has on apparent The effect that scattering 

Stud 1.ed theoretically by Wu and Fung [ 24 ] • temperature was It is clear from 

their work that such scattering lowers the apparent temperature. The effect of 

b • d when a model that ignores scattering is a lower apparent temperature, o taine 

used, is an underestimation of the attenuation. However, due to the complexity 

of the calculations involving scattering, the models used in developing the SASS 

correction algorithms ignore such scattering. For lesser rain rates, and for 

rains where the drop sizes are small, the effect of scattering is small and can 

probably be safely ignored. For higher rain rates the attenuation is large 

enough to cause the algorithm's computed correction to be invalid whether or not 

scattering is ignored. (For such high attenuation conditions, the correction 

algorithm flags its computed results as unreliable and not to be used and, in 

fact, does not even produce attenuation values in such cases. As discussed later, 

an attenuation upper-threshold value establishes a maximum level above which no 

attenuation correction is generated by the algorithm. This cut-off value corre

sponds to rain rates in the 12- to 15-mm/h range. SASS o 0 measurements corre

sponding to these derived out-of-range attenuations are not used for generating 

wind solutions.) Furthermore, backscatter from the rain to the SASS creates 

another (unsolved) problem for rain rates above 10 to 12 mm/h, which further 

renders the inclusion of scattering effects in apparent temperature computations 

unnecessary. Nevertheles·s, ignoring scattering effects is bound to cause some 
underestimating of the attenuation. 

The cloud and rain attenuation rate formulations embodied in Equations 

(
6

-ll) a
nd 

(6-l 2) require a knowledge of the variation in rain rate and cloud 

moisture content as a function of height. Furthermore, the air temperature 
dependence of the attenuation coefficients 

requires knowledge of the temperature 
distribution in the atmosphere. I h 

n t e study that led to the SASS attenuation 
algorithm, a series of cloud and 

rain models was used and a computer program was 
developed that performed the 1 1 

ca cu ations indicated above. For this effort a 
standard temperature lapse rate of 7 5 K/km 

• was used. Clearly, a temperature 
gradient different from this simplist· 

ic constant model would probably be found in 
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a rain storm, and, in fact, it would most likely be depe
nd

ent upon th e storm 

type. Storms having extreme updrafts would tend to have a more variable gradient 

Strong Upward displacements of the atmosphere, etc. Since 
than storms without 
suitable models for temperature distribution under storm conditions do not appear 

to exist, the simple constant-gradient model has been used in the attenuation 

algorithm. Naturally, this model engenders no great confidence as it was chosen 

primarily because of ignorance of true temperature gradients. 

As discussed in [22], various cloud and rain models were considered 

in the SASS attenuation algorithm study. Table 6-1 and 6-2 summarize Porter's 

overcast model and Valley's rain model, which are representative of those used 

in the study. 

Table 6-1. Porter's Overcast Model 

Classification 

Light (sun visible) 

Medium (light sky) 

Heavy 

Altitude Extent, m 

300-650 

400-900 

500-3200 

3 Water Content, g/m 

.33 

.67 

1.00 

Table 6-2. Valley's Rain Model 

Rain Parameters Cloud Parameters 

Updraft Altitude Precipitation Altitude Condition, Extent, 
Water 

mis 
at z = O, Extent, Content, 

m mm/h g/m3 m 

. 4 0-3100 10.3 3100-7000 .30 

. 3 0-3200 7.9 3200-7000 .25 

. 2 0-3300 5.2 3300-7000 .15 

.1 0-3500 2.8 3500-7000 .10 
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However, 

These cloud and rain models 

the results of the simulation 
somewhat simplistic. are necessarily 

study indicated that the relation between 

at the antenna is essentially cloud

lend more confidence to the use of 

total attenuation and apparent te mperature 
and rain-model independent. These results 

the simplified models than would be the case if the total-attenuation/apparent-
temperature relationship appeared to be significantly model-dependent. Never-
theless, validation based on actual measurements would no doubt improve confidence 
in the results. 

6.3.1.2 Surface Emission and Excess Brightness Temperature. If the antenna 

apparent temperature measured at the satellite is to be used to estimate attenua~ 

tion, the apparent temperature that would be received in the absence of attenua-
tion must be known. This latter temperature is due to emission from the surface 

and scattering of incoming galactic and solar .radiation by the surface. The dif

ference between the actual apparent temperature of the antenna and the apparent 

temperature that would be measured in the absence of attenuation is called the 

excess brightness temperature: 

T . = T . 
exJ aJ 

(6-13) 

where TBj is the brightness temperature of the surface for polarization index j 

and is the temperature that would be observed in the absence of any atmospheric 

effects. In this development galactic and solar radiation reflections will be 

ignored because they are small under most conditions. 

Calculating the emissivity of the surface E.(8) of Equation (6-6) can 
J 

be complex, particularly if the surface roughness effect is included. For the 

purpose of correcting the SASS measurement, a calculation based on a smooth sur

face gives adequate results when modified by a bias to account for average surface 

roughness (see Subsection 6.3.3). Such a method is therefore used in the algo

rithms. The emissivity for a smooth surface may be determined from 

where the subscript j refers to the polarization and Rj(0) is the Fresnel 

reflection coefficient. 
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Sea-surface brightness temperatures are less sensitive to surface 

h for· horizontal polarization; this is 
roughness for vertical polarization tan 

at l.
·nc1.·dence angle e = 49 deg, where the roughness dependence 

particularly true 
of the vertically polarized signal is a minimum. This is why th e 49-deg angle 

of incidence was chosen for the SMMR. Because of th e relative sensitivities, 

only vertically polarized brightness temperatures are used in th e SASS attenua-

tion determination. 

The vertical-polarization Fresnel reflection coefficient is given by 

the well-known relation: 

R (8) 
V 

E µ cos8 -r r 
. 26 sin 

where Er is the complex-valued relative permittivity of sea water given by 

EI _ iE I I 

where E' and E11 are the real and imaginary parts, and µr is the relative 

permeability (essentially unity). 

(6-15) 

(6-16) 

To calculate the reflection coefficient for sea water, one needs to 

have an appropriate expression for Er. A common expression is that due to 

Debye (see (22]): 

E - E 
Er (TS' S) = E oo + ---:=--=s ___ oo___ i 

1 +[iw,(Ts,s~ l-o. -
(6-17) 

frequency; E 
s 

where w = radar angular frequency· E - 1 . 
• oo - re ative permittivity at infinite 

relative static permitt· . 1.v1.ty; •=relaxation time· a= conduc-
tivity; o is an emp • • 1 ' 

1.r1.ca parameter describing the distribution of relaxation 
times; E is th • 0 e permittivity of free space (8 84 -12 
temperature of the w t . d . • x 10 ) ; TS is the physical 

a er, an Sis the salinity of the 
b t water. The relationships 

e ween the constants E5 , T, and cr and th 
e temperature and salinity are quite 
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► 

involved: details are given in h sue references as Klein and Swift (see (22]). 
These relations were used in the simulation study to develop the excess bright-
ness temperature versus attenuation dependence. 

The 

of sea-surface 

emissivity and 

permittivity and, consequently, the emissivity are thus functions 

temperature TS; the brightness temperature is the product of the 

TS (Equation 6-6). The brightness temperature of the surface TB 

does not increase linearly with physical temperature TS: depending on frequency, 

TB may either increase or decrease as the physical temperature increases. This 

sensitivity remains nearly flat for frequencies in the vicinity of 10 GHz, but 

the effect of physical temperature on TB.increases for frequencies higher or lower 

than this value. Since the 18- and 37-GHz brightness temperature channels are 

used in determining Tex' the variation of the emissivity with sea-surface temper

ature must be taken into account. 

6.3.2 Simulations of Relation Between Attenuation and Excess Brightness 
Temperature 

Computer simulations using the programs developed by Wu and Fung (see 

(22]) were made to determine the relationship between attenuation at 14.6 GHz 

(frequency of the SASS) and excess brightness temperatures at 18 and 37 GHz 

(frequencies of the SMMR). Some results showing points for the Porter and Kreiss 

cloud models and the Valley rain model (see Tables 6-1 and 6-2) are given in Fig

ures 6-6 and 6-7. For a more complete discussion of models used in the study, 

see Dome (23,25]: curves are presented in (23] which show all the points for 

the different models discussed by Dome. 

The results of the simulations shown in Figures 6-6 and 6-7 and the 

other points given in (23] indicate that the observed relationship between the 

total attenuation and the excess brightness temperature at 8 = 49 deg may be 

empirically modeled by the form 

where a a 
l' 2' 

(6-18) 

t re and frequency-dependent empirical constants 
and a

3 
are tempera u -
. th points obtained in the simulations. Because (1) 

determined by regression on e 

Whl.
.ch the 10.69-GHz SMMR channel frequency is sensitive are 

the attenuations for 
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in such an environment is likely to be 
Sca tterometer signal 

so large that th e f the 10 69 GH 
corrupted by rain backscatter, 

radiometer channel is so large 

and (2) the footprint size or • - z 

• n 6 3 4) that there is little chance (see Subsectio •• 
such a footprint, the 10.69-GHz d • • s across of finding constant attenuation con ition 

h Consequently, the 18- and 
channel is not used in the attenuation algorit m • 

. 1 e used in determining the SASS attenua-
37-GHz radiometer channels exclusive y ar 

f (6-18) must be used; but at 37 GHz, the tions. At 18 GHz all three terms o 
1 described by a linear relation, so that usable region of the curve is adequate Y 

only the coefficient a1 is required. The 37-GHz curve in Figure 6-7 saturates 

1 b d which T is insensitive to further (i.e., the attenuation reaches a va ue eyon ex 
• 0 that the algorithm must make a increases) at relatively low attenuations, s 

transition from 37 to 18 GHz when an attenuation value is reached that is high 

h 37 GH T Consequently, the higher-order terms resulting enough to saturate t e - z B. 

from the 37-GHz regression are not incorporated into the final algorithm. 

The dependence of brightness temperature on surface physical tempera

ture strongly affects the values of the coefficients in (6-18). For 37 GHz this 

dependence is shown in Figure 6-8, and for 18 GHz it is shown in Figure 6-9. At 

37 GHz the coefficient decreases by about 30 percent as the surface temperature 

ranges from 280 to 300 K. For 18 GHz the variations are even more extreme; for 

instance, the linear coefficient decreases by about 65 percent over the tempera

ture range from 280 to 300 K. This.large variation in the coefficients creates 

a need for accurate knowledge of TS. Fortunately, surface temperature variations 

are relatively slow and their spatial gradients are small. Climatological data, 

or data provided by numerical weather centers based on ship observations, are 

therefore reasonably adequate for describing the surface. Of course, this type 

of data does not normally monitor variations in TS that might occur when rain 

strikes a warm water surface and cools it. Such variations would occur over short 

time periods and regions of limited spatial extent so they would not typically be 

observed by th e ships reporting to the numerical weather centers -- or, if they 
were observed, they would be observed at h 

t e wrong times and would represent a 
perturbation in the data provided to the 

centers. Currently there appears to be 
no good solution to obtaining accurate 

measurements of the sea-surface temperatures, 
(A relatively low-frequency radiometer . h 

wit a small surface footprint might be 
adequate for such a purpose b 

ecause such a radiometer would be much less affected 
by the atmosphere.) 
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Since th e Seasat satellite was operational for only slightly longer 

than three month s, a st raightforward approach for determining sea-surface temper

ature for th e attenuation algorithm was agreed upon. A single look-up table (see 

Table 6-3) was developed by Wentz based upon climatology data. With linear inter

polation, this table (a set of world temperatures for each of three months) pro

vides reasonably accurate estimates of T
8 

during the operational period of the 

·satellite. The use of this table, coupled with the limited sensitivity of the 

algorithm to errors in sea-surface temperature, allows adequate operation of the 

algorithm without developing a more complex approach . 

In theory, multifrequency microwave radiometer data should allow the 

determination of attenuation, scattering, surface temperature, and wind speed 

since these parameters are the basic inputs to the expressions for apparent 

temperature: four frequencies should be enough to determine these four param

eters by solving the appropriate equations simultaneously for the four unknowns. 

Unfortunately, this does not work well with the SMMR because of its different 

footprint sizes. The footprint regions contributing to the apparent temperatures 

at the different frequencies are so different that a solution to the proposed 

simultaneous equations for single measurements could be seriously in error. If, 

on the other hand, the antenna temperatures are averaged over an area correspond

ing to the largest footprint used, the result is a measurement over a footprint 

so large that gradients within the region would prohibit determination of any 

kind of extreme condition, which would only occur for a small fraction of the 

footprint. The SASS algorithm uses single frequencies to derive the attenuation 

because of this problem . 

6.3.3 A Correction for Wind Speed Effects 

A possible source of error in determining attenuation estimates from 

excess brightness temperatures is wind speed effects, since only a specular sur

face was assumed in the simulation study discussed in Subsection 6.3.2. Increas

ing wind speed leads to increasing surface roughness, generation of foam, and 

then to larger patches of foam coverage. These changes in the composition of the 

sea surface can be characterized as an increase in the surface emissivity. A nom

inal value of .0015 has been reported for the increase in emissivity£ resulting 
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wind speed, over the frequency range of int~rest for 

. 'dence angle of 49 deg, by Wentz in private SMMR inci 
from each 1-m/s increase in 

vertical polarization at the 

communication, ( see [ 23]) • 

l.
·n the attenuation estimate arising from wind 

Intuitively, any errors 

at 37 GHz, since a relatively large change in 
speed effects should be minimal 

l.
·s needed for a small change in attenuation as seen in Fig

excess brightness 

h ex].. st, would occur only with the 18-GHz channel. 
ure 6-7. Sizable errors, if t ey 

· d [23] by again performing simulations of the 
Such possible errors were examine 
type discussed in Subsection 6.3.2 to determine values of the apparent temperature 

d . to wind speeds of 0, 10, 20, and 30 m/s. using emissivity values correspon ing 

From the resulting apparent temperatures, excess brightnesses were calculated 

with respect to the brightness temperature of a specular surface as before. 

These values of excess brightness (derived again from an assumed sea-surface 

temperature of 290 K) are shown for the different wind speeds in Figure 6-10 as a 

function of the true excess brightness that would result from a specular (no wind) 

surface. The absolute error resulting in excess brightness is seen to decrease 

as the excess brightness temperature increases. Such behavior is expected since 

less of the surface contribution is observed by the radiometer as the atmospheric 

transmittance becomes less. To illustrate how these errors affect the computed 

attenuation, Figure 6-10 has a double scale that includes the one-way attenuation 

at 8=49 deg. For a given surface wind speed, an attenuation estimate error 

increases with increasing excess brightness. 

To reduce the observed error in computed attenuations that would result 

if surface-roughness effects were ignored, a constant 10-m/s wind speed sea

surface condition is assumed instead of a purely specular condition. With this 

assumption, th ere results the final biased form for the excess brightness at 

9=49 deg and vertical polarization (23] (c.f., Equations 6-6 and 6-13): 

T = T ex a (6-19) 

where£ is the emissivi'ty f sp or a smooth specula...-~ surface described in Sub-
section 6.3.1.2. As in the previous 1 specu ar case, relationships of the form 
(6-18) between the attenuation at 14 ._6 GHz and the vertically polarized excess 

given by (6-19) have been determined and 

In fact, the coefficients 

brightness temperatures at 18 and 37 GHz 

are given in [23]. 
al shown in Figure 6-8 and a1 ,az,a3 
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ectively as a function of sea-surfa~ 
37 d 18 GHz, resp ' ~e 

shown in Figure 6-9 for an 
1 that resulted from a regression on the 

f f· • nt va ues temperature are those coe icie 
Thus, these coefficient values used in 

10-m/s surface-wind-speed simulation. 
brightness temperatures given by (6-19), form 

the form (6-18), along with excess 
attenuation algorithm. Through the use of 

the computational basis of the SASS 

(6
_19) and the associated coefficient values, errors induced 

the 10-m/s bias form 
winds are considerably reduced. 

by surface roughness due to average 

6.3.4 SASS and SMMR Footprint Relative Geometry 

SASS and SMMR swaths and footprint cells are Geometric details for 

given in Subsection 3.4.3 and in [20], respectively. The SASS uses four fan 

beams that are pointed at 45-deg angles away from the orbital plane, whereas the 

SMMR scans a sector behind and on the right side of the spacecraft at the constant 

incidence angle e = 49 deg. Consequently, a substantial problem in using SMMR 

data to correct for attenuation along the path of the SASS is that the scan pat

terns of the two instruments are quite different. A significant component of 

this overall difficulty is thus establishing -- with a computer-code algorithm 

whether or not a given SASS footprint cell overlaps one or more S~~1R cells in an 

appropriate manner, and what, in fact, an "appropriate" overlap actually is. 

Indeed, one SMMR cell often provides inadequate overlap, in which case any reason

able algorithm must use a set of several adjacent S~~1R cells that overlap the 

SASS cell in question. 

Although original SMMR cells resulting from the instrument scan are 

elliptical in shape, the output footprint system is presented on a uniform grid 

with an interpolation scheme. The grid is based on a 600-km square block that is 

subdivided into four different grid systems, each of which is applicable to a 

particular SMMR frequency. The ·d gr1 s are as follows: 

( 1) 
A 4 x 4 grid; each block is 150 x 150 km. Antenna apparent 

temperatures are obt • d · le aine in this grid for 6. 63 GHz from a sing 

measurement (or, at least, equivalent to a single measurement by 
interpolation), and f h 

or t e other SMMR frequencies by averaging 
over the area of the grid. 

(2) A 7 x 7 grid; each block 1·s 8 5.7x85.7km. 
temperatures are obtained 

in this grid for 10.69 GHz from the 

Antenna apparent 
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equivalent of a single measurement, and averages are used for the 

higher SMMR frequencies (18, 21, and 37 GHz) by averaging over 

the area of the grid. 

(3) An 11 x 11 grid; each block is 54.5 x 54.5 km. Antenna apparent 

temperatures are obtained in this grid for 18 and 21 GHz from 

essentially a single measurement, and an average over the grid is 

used for 37 GHz. 

(4) A 22 x 22 grid; each block is 27.3 x 27.3 km. Antenna apparent 

temperatures are obtained in this grid only for 37 GHz. 

Figure 6-11 illustrates the gridding system. 

The nominal size of the SASS cell is approximately the same as that 

of SMMR grid 3, corresponding to the 18-GHz SMMR cell. However, a SASS cell is 

considerably longer than it is wide (nominal length: 50 km) and thus neither 

completely fills nor is completely filled by a grid 3 SMMR cell as shown in Fig

ure 6-12. Due to the SASS and SMMR scan differences, the position of a SASS cell 

center relative to the positions of the nearby SMMR cell centers differs as a 

function of time in orbit and from orbit to orbit. Figure 6-12 shows two examples 

of the many possible overlap patterns between a SASS cell and SMMR grid 3 and 

grid 4 cells. A SASS cell may be completely contained within a single SMMR 

18-GHz cell, but it is also possible for a SASS cell to overlap four such cells. 

In any case, it is clear from the different cell geometries that SASS cell over-

11 • ni'form Si'nce SASS cells are lap with four different SMMR ce sis never u • 

basically oriented lengthwise along SMMR cell diagonals, a SASS cell centered 

exactly at the intersection of four SMMR cells would contain more overlap area in 

the two SMMR cells through which its longer axis passes·than the other two. 

• of the severe attenuations encountered Since precipitation is the cause 

rat es are seldom, if ever, uniform over the area by SASS, and since precipitation 
cell, any determination of attenuation using of a single grid 3 (18 GHz) SMMR 

even just one grid 3 Cell Wl.11 most likely be somewhat in error. Naturally, the 

Wl
• ll be further degraded because of the SASS/SMMR cell

attenuation determination 
Clearly, the attenuation 

d abov e and in Figure 6-12. overlap problem indicate 
measurements from more than one SMMR cell to 

algorithm should in some way use 
Unfortunately fo~ attenuation calculations, four 

calculate a SASS cr0 correction. 

contiguous SMMR grid 4 cells cover an area greater 
than 100 krn2 , so that for 
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11 

11 

I is little chance that uniform attenuation 
typical precipitation patterns there 

Perhaps the only situation where uniform attenuation 
will occur over this region. 

h rather benign clear-sky/light-
h large area is t e could be exp~cted over sue a 

l evel is small enough to make a 0° correction 
cloud case where the attenuation 

computation unnecessary to begin with. 

• cannot be expected to typically remain Moreover, attenuation conditions 

constant throughout the rather long and narrow SASS cell (on average about 60 km 

bl 3 5) since such a region can span both end-to-end and 18 km wide -- see Ta e -

rain and clear sky. The high attenuation situation that would be reasonably con

stant throughout a SASS cell would occur when a cell is aligned parallel to a 

band of rain. 

An understanding of both the way in which a potential SASS attenuation 

algorithm based on SMMR data should be designed and such an algorithm's inherent 

limitations requires knowledge of the above geometrical aspects. Even with much 

smaller (SASS and SMMR) cells, _problems would still exist for heavy rainfall, 

which is usually found in regions extending over only a few kilometers. 

6.3.5 Elements of the Attenuation Algorithm 

The algorithm for correcting the SASS a 0 measurement using SMMR obser

vations was developed at the University of Kansas [22,23,25, and 26]. The method 

uses the relationships developed in Subsections 6.3.1, 6.3.2, and 6.3.3 to relate 

SMMR apparent antenna temperatures at 18 and 37 GHz to the attenuation suffered 

at 14.6 GHz over the corresponding 18- and 37-GHz cells. The attenuation value 

obtained for the SMMR cells appropriately co-located with the SASS cell is then 

applied, with suitable weighting, to (implicitly) correct the SASS received power. 

For low attenuation levels, the 37-GHz SMMR measurements are used because of the 

smaller cell size (27.3-krn squares). A h H 
s t e attenuation level rises, the 37-G z 

effective antenna temperature saturates h h 
ass own in Figure 6-7, rendering sue 

data increasingly incapable of yieldi'ng 
meaningful attenuation values. Thus, as 

che calculated attenuation re h · 
aces a certain level, the algorithm switches from 

the use of 37-GHz channel data to 18-GHz data. 

When the attenuation computed from 18-GHz 
measurements increases 

beyond another threshold 1 1 • 
eve th at is assumed by the algorithm to be the largeS t 

value that can be e bl r asona y determined using 
SMMR data, the large flag-value 
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99.99 dB is inserted into the attenuation channel. This flag value indicates to 

the user and to the downstream geophysical wind-retrieval processor that a 0 cor

rections cannot be computed with useful accuracy with the present algorithm in 

such a higher attenuation environment. Such a flag does give useful information 

however (see Subsection 9.5) -- it indicates the presence of high attenuation 

activity under normal circumstances (e.g., spacecraft mid-latitudes removed from 

the possible corrupting influence of surface ice undetected by the T0ILing process 

(see Subsection 9.9), etc.). Nonetheless, in such high attenuation regions the 

SASS signal -- corrected or not -- is likely to be severely corrupted by back

scatter from precipitation, and therefore would not accurately represent the 

ocean-surface backscatter that is needed to determine winds. SASS data that is 

flagged with the out-of-range 99.99-dB attenuation value is therefore rejected 

from the wind retrieval process. 

Figure 6-13 illustrates the algorithm in flow chart form. For each 

SASS cell location the first step is to identify the overlapping and/or adjacent 

SMMR cells. The nine 37-GHz cells or the four 18-GHz cells having the closest 

11 f d An effective weighted-average centers to the center of the SASS ce are oun • 

temperature is then ~aiculated from the apparent antenna temperatures for these 

cells: this average is used for the remainder of the algorithm's computations. 

1 Propo rtional to the squared distance between the The weighting used is inverse Y 

Center Of the SMMR cell being weighted. (A more center of the SASS cell and the 
t • al to the areas of cell Would det ermine weights propor ion appropriate scheme 

overlap. However, a computationally efficient method for performing area weight-

d weighting -- which was straightforward ing was not available, and thus istance 

to implement -- was incorporated.) 

6.3.5.1 Co location of SASS and SMMR Cells. An operational algorithm to 

developed by Birrer and 
co-locate SASS and overlapping SMMR measurements was 

thr ough a SMMR "vector space" the SASS data scans Dome [27]. This approach passes 

storage matrices containing three consecutive 600- x 
generated by forming two 

600-k.m SMMR data blocks. 
d for 18- and 37-GHz data to Separate matrices are use 

eliminate unnecessary 

(i,j,k) coordinates. 

computer storage. These matrices are referenced through 

d t o grid rows in the along-track The i-index correspon s 

direction of the data vector. Cross-track elements of the dat~ vector are refer

d represents the data elements: 
enced through the j-index, and th e k-in ex 

• t nna temperature. 
tude, longitude, and apparent an e 
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SASS CELL 
LOCATION 

LOCATE 
ADJACENT /OVERLAPPING 
SMMR CELLS 
(37, 18 GHz) 

AVERAGE 
4 T's (18 GHz) 

a 
OR 
9 T 's (37 GHz) 

a 

CALCULATE 
a

14
_
6 

FROM 

T (37) AND T (18) 
a a 

1-WAY AT 49 deg 

NO 

YES 

SASS a-0 

CORRECTION 

YES 

FLAG A TTE NUA TION 
AS OUT OF 
RANGE 

Figure 6-13. 
SASS Attenuation Algorithm Flow Chart 
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The co-location process begins oace a SASS data scan is known to 

overlap the SMMR space by comparing the SASS and SMMR time-tags. At this point, 

a search is initiated to locate the best 37-GHz cell, grid 4, referenced as 

(il5'jl5), which is a minimum distance from the nadir SASS cell. 

For the remaining 14 cells in a SASS data frame, distanced is com

puted from the nadir SASS cell to a specific cell n. This distance and an angle 

~. formed between satellite subtrack and SASS beam, are used to estimate the 

37-GHz cell (in,jn), nearest the center of the desired SASS cell, by the relations: 

(6-20) 

(6-21) 

where r
37 

is the resolution cell size at 37 GHz. The geometry used to determine 

the other SASS cells is illustrated in Figure 6-14. Since the 37-GHz resolution 

cell is~ 27 x 27 km, a 3 x 3 submatrix of 37-GHz measurements is specified to 

insure complete overlap of the SASS cell (see Figure 6-12). 

To guarantee that the coordinates (i ,j ) are the best match to the n n 
SASS cell, the 3 x 3 SMMR submatrix selected about these coordinates is then 

searched to locate the 37-GHz ceil nearest the SASS cell center. If the initial 

guess is incorrect, a new center point is designated (in(best)'jn(best)), and the 

final 3 x 3 submatrix is formed. 

Since the SMMR grids for different frequencies cover the same 600- x 

600-km surface region, the overlapping submatrix for the 18-GHz channel, or any 

other channel, may be determined without searching. Two opposite corner points 

of the 37-GHz subrnatrix designated as (i 4 ,j 4) can be simply decoded into two 

potential corner points for any frequency (ii,jl) as follows: 

ii (i 4-l)ni/22 + 1 

(j
4
-l)ni/22 + l 

( 6-22) 

(6-23) 

h d d f a Specific frequency, and n 0 is the number of 
were£ is the best gri co e or ~ 

rows (or columns) for the frequency grid. This decoding will specify at most a 

6-39 



SASS CELL 15 
(i15' j15) 

SUBTRACK 

Figure 6-14. Illustration of SASS Cell 
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SASS BEAM 1 

SASS CELL n 

(in' jn) 

600-km x 600-km 
SMMR BLOCK 

Positioning in SMMR "Vector Space" 

2 x 2 submatrix at other frequencies. However, due to the larger resolution 
cells, these potential submatrices may d egenerate into either 2 x 1, 1 x 2, or 
1 x 1 submatrices. 

6.3.5.2 Calculations Following Cell Co-location. The next step after co-

location processing is to calculate the excess brightness temperature at both 

37 and 18 GHz using (1) the sea-surface temperature obtained from Table 6-3, 

(2) the average effective antenna temperature computed at both frequencies, and 

(3) the wind-speed-effect adjusted form (6-19). Following this, the attenuation 

at the SASS frequency 14.6 GHz is computed for both 37- and 18-GHz channels using 

Equation (6-18) with appropriate coefficient values. Decision logic is then 

executed to determine which radiometer channel should be used for the final 

attenuation value (see Figure 6-13). 

If a
14

_
6

, the one-way attenuation at 14.6 GHz and 49-deg angle of inci

dence, computed for the 37-GHz channel is not greater than .4 dB, this 37-GHz 

value is used. If this 37-GHz computed attenuation exceeds .4 dB, the algorithm 

switches to the 18-GHz channel, and then performs another test. If the computed 

attenuation a
14

_
6 

indicated by the 18-GHz channel does not exceed 3 dB (again, 

one-way at 49 deg), this 18-GHz value is used. Finally, if this 18-GHz computed 

attenuation exceeds 3 dB, the attenuation correction for the SASS measurement is 

flagged as out of range as described above. 

The initial version from which this algorithm was derived [26] used a 

weighted average of the attenuations obtained from the 37-, 18-, and 10.7-GHz 

SMMR channels. This earlier scheme was not used to correct SASS data because it 

requires using the larger 10.7-GHz cell (grid 2, 86 km). The present algorithm 

allows for the use of the finest possible SMMR resolution consistent with ade

quate measurement of attenuation without SMMR channel saturation. 

All attenuations discussed until this point have referred to the total 

loss experienced by a signal on its path through the atmosphere. The total 

attenuation can be resolved into two natural components. The "clear-air" atten-

1 . si·gnal loss incurred over the path through 
uation component is that base 1ne 

· Th1.·s component is an estimable constant of the 
minimally attenuating clear-air. 

The remainder of the attenuation is that part of 
system that is always present. 

h that excee ds the clear-air attenuation. 
t e radar signal loss 

While this latter 
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nonnegatl ·ve by definition, it may have a magnitude -- particu
component must be 
larly as computed by an attenuation algorithm -- as small as zero. For develop-

. used to retrieve winds from SASS a 0 data (G-H mental reasons, the model function 

table __ see Subsection 7.3.3) has an approximate clear-air component of the 

attenuation already implicitly "built in." To avoid having this part of the 

(estimated) attenuation effectively included twice in the final wind solutions, 

it is subtracted out of the total attenuation computed by the present algorithm. 

This is done by setting 

( 6-24) 

where a .14 dB is the nominal value assumed for the one-way clear-air 
ca 

attenuation at the incidence angle e1=49~ and the SASS frequency 14.6 GHz. 

a14 _6(e 1=49°) is-then the estimated clear-air-excess one-way attenuation at 

e =49° and 14.6 GHz. 
I 

To use a 14_6(e 1=49°) to correct for the atmospheric effects beyond 

clear air that are observed by the SASS th • b , e estimate must e adjusted to 

account for the two-way path loss experienced at the particular SASS Doppler 

measurement cell incidence angle e
1

. Th" d" • is a Justment is obtained by using the 
relation 

( ) 
cos 49° 2a e1=49° 
cos (er) 

(6-25) 

6.3.6 Computation of the Attenuation Correction 

The basic computational steps involved i·n a SASS 1 attenuation calcu a-
tion (omitting details f o co-location and we1·ght1·ng to f ind SMMR effective 
Ta's -- see Subsection 6.3.5) follow. 

For a given SASS cell at incidence angle 

(1) Co-locate to bt • 0 ain SMMR 37- and 18-GHz cells that overlap the 
SASS cell. 

(2) Perform weighted 
average to get effective SMMR T (37) and T (18) 

corresponding to SASS cell. a a 
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(3) Given latitude(~), longitude (n), and time (t) of SASS cell and 

Table 6-3, use linear interpolation in all three variables to 

obtain the sea-surface temperature TS at (~,n,t) in kelvins 

(after adding 273~16). Table 6-3 contains sea-surface tempera

tures at 10-deg latitude increments, 30-deg longitude increments, 

and 1-month time increments. 

(4) Compute sea-surface brightness temperature TB (see Subsection 

6.3.1): 

(5) 

(6) 

For 18 GHz: 

TB= 155.7 

TB= .15(TS 

TB= .3l(TS 

285) + 155.7 

291).+ 156.6 

For 37 GHz: 

TB = -.372(TS - 279.3) + 180.84 

TB = - • 2 (TS - 288) + 177. 6 

TB = -.052(TS - 294) + 176.4 

if T < 285° s -
if 285° <TS~ 291° 

if 291 ° < TS 

if TS~ 288° 

if 288° < TS 
< 294° 

if 294° < TS 

Using T, T, and TB, above, compute excess brightness tempera
a S 

ture T ate =49°, vertical polarization, and a constant 10-m/s 
ex I 

surface wind for both 18 and 37 GHz (see Equations 6-6 and 6-19): 

Compute the coefficients a1 ,a 2,a 3 in Equation (6-18): 

For 18 GHz: 

3.25916 - .0216155TS + 3.595xlo-5T~ 
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Table 6-3. Global Sea-Surface Temperatures Used for Attenuation Processing, deg C 

Lot,--

E Long"{eg -65 -55 -45 -35 -25 -15 -5 5 15 25 35 45 55 65 
I 

deg ♦ 
15 • 0' • 0' 5 .6, 15.0, 1 A. O, 20.5, 2'1.0, 25.6,-25.3,-?4.6. 20. o. 1 8 .o • 14 • o, 1 2. 0 
45 .o, .o. 6.3. 14 • . h 21. C, 2.s.s. 24 • 6, 25 • o, 24.2• 26.1, 20 • 0 • 1 R • 0 • -9. o. 1 2. 0 
75 • o, 1.c. 1.2, 14 • 3, 1 9. 5. 23.6 • 26.~. 27.2, 21.0 • 26.2,-21.3,-lf.3, -a.3, -9.5 
105 • 0' 2.0, 1.0. 14 • o. 19. 9, 2.11.2. 27. o, 2 A. O, 28.0, 26.3.-22.1.-14.7 • -6. o. -a.3 
135 • 0. 2.0, 8 • 4 t 14.0,-20.2, 2'+ .o t 26.3, 2fl.5, 29.0. 21.5. 24.o. 13.0, 4.U, -5 .8 

JUL 1 -j 165 • o. 4.0, a.6, 14 • C • 20. 5. 24.5• 2 7. b, 29.0. 28.7, 27.3, 22.5, 12.1. 2.0. -4.5 
195 • 0. 4.G, 8.6, 14. o, 20. 8, 26.2 • 28. o. 28.0, 21.0, 25.s • 21 • .11, 13.3, 4 • tit :, • 0 
225 • 0, ... 0, 8.6. 14 • o. 21 • ~. 25.5, 27. o, 21.0. 26 • 0 • 2 2 .o. 18 • 0 • 1 0 • 3, a.o, -3.0 
255 • 0' 4 • 0 t a.o. lo\.O, 20.0, 22.a, 24.0, 2 5 .c;, 21.1, 25.9.-21.9.-14.2. 9.0, 4.0 
285 • O, 4.0. a. a. 14 • o, 1 7. O, 19.6. 21. o, 2 6.8 • 21.a. 21.1. 25. 8 • 1a.o. 9.0. 4 • 0 
315 .o, 2.0, 7.0, 14.o. 21. o. 24.3. 26.2. 21.v. 26.4. 26.2, 2.\. 0 t 1a.o, 9.0, 4.0 
345 • 0. • 0. 6. o, 14 • 3. 20. o, 22.s. 2ft. 5, 21:.3. 26.3. 23.0, 21. 0 • 18.0, 13.0. 10.0 

15 • 0. • 0, 't. 9. 13.0t 16.5, 18.6, 22.'t, 21t.o,-25.1.-2s.1. 22. 0 • 1 8 .o • 1 5. o. 10.0 
45 .o. .c. 4.4, 14.8, 2L. 5, 23.3, 24.CJ, 24.a. 24.5, 27. 0 t 22.0. 1a.o,-13.a, 10.0 

°' I 
AUG! J 

75 • 0. • 0. 6 • 3, 12 • 7, 1 a. 6, 23.3. 26. 4, 21.0. 26.s. 21.0,-23.2,-11.0,-12.s. -8.3 I 
105 .o, • 0' 6.5, 13. o. 1 a. 1, 2 3. 7, 26.7, 26.0t 28.0, 2A.0.-24.3,-16o0 9 •11.3, -7.4 .i:--

.i:-- 135 • 0. 1.0, 7.5, 12.a,-19.1, 2 3 .a, 26. 8, 28.7, 29.0, 20.2 • 25.s. 15.0. 1 o. o. -5.6 
165 .o. 2.0, 8 .s • 14. O, 1 9. 5, 2 5. 4, n,. a, 29.2, 2a.a, 21.a, 24. 7, 15.0, 10.0, -'t.8 
195 • 0' 2.0, a.o. 14 • o, 21J. o, 26.0t ~1. a. 2a.o. 21.2, 26.0 • 22 • 3 • 15.0, a.a, 3.0 
225 • 0. 2.0, 8 .o t 14 • o, 20.s. 25.0t 25. 7, 2 6 .5 t 21.2, 22.7, 19. 0, 1 5 • 4, 12.0. 3.0 
255 • O, 2.0. a.o. 14 • 4, 19.5. 22 • 0 • 2 .s. C, 2 6.0 • 21.a, 25.9,-22.0.-15.7• 12.0, 3.0 
285 • 0. 2.0. a.o. 13. o. 1 6. 3. 18 .3 • 20.9. 26.o. 2a.o, 21.s, 2.\ • 9 t 16.0t 12.0, 3.0 
315 • 0' 1.0. 6.5, 14.4, 2 o. Ci, 23.s. 25.5, 21.0, 26. 7, 26.0, 24. 5, 1 7 • 5, a.o, 3.0 
345 • 0' • 0 , 4 .4' 13.0, 18.9, 21.1, 23.6, 25.3, 26.8, 24.4, 21. 3, 1 7. 7 • 13.0. 6.0 

15 .o, • 0. 5. o. 13. 3 • 1ti.C, 18.0, 22 • jt 24.3,-26.3,-24.9, 21. 0, 16.7, 12. 7, 9.0 
45 • 0. • 0. 4. a. 15. :3, 2 1 • c, 23.8, 24.9. 2S.3, 26.2, 26.o. 22.0, 1a.o.-12.,., 9.0 
75 • 0, 1 • 0, 1.0, 13. C, 15.0, 2 3 .st 2e.s, 21.0, 21.0, 21.0,-22.6,-16.a,-12.o, - 1 .8 
105 .o. 1.0, 1.0. 13. o, 19. c. 23.8, 26.8, 27.9, 2a.o, 25.0.-23.8,•14.s,-11.1, -7.2 
135 .o. 2 • 4 1 8.4. 12.9.-19.7. 24. 5 • 26. a, 2A.9t 29.0. 28.0, 24 • 4 t 13 .J, 11. 31 -5.9 

SEPl I 165 • 0. 2.4, 8.5, 12. C, 20. 41 2 s.o • 27. 5, 29.3, 28.8, 21.a • 23.5, 1 2 .4, 11 • 3, - 5. 3 
(1978) 195 • 0, 3.0, 8 • 0, 13 • 3, 20.5, 2 6 .o, 28. 0, 28.0, 21.2, 25.2, 22. 4, 1 3.3, 10.0, 4.0 

225 • o, 2.4, 8.0. 13. 5, 20.5. 2 S .o, 26. L, 2 6. 3, 26.8, 23.0, 19.01 15.6, 14.0, ". 0 
255 • o, 3.0, 8.0. 13. 3 • 1 5. 2, 22 .2, 22. 7, 25.2, 2a.o, 2s.4,-21.8,-1-..3, 6.0, ... o 
285 • 0' 3.0, 1.2. 12. ~. 15. 5, 11. 5, 20. o, 2 s. 5, 28. 0, 27.5, 24 • 6 • 1 3 • 0, 6.0, 4.0 
315 .o, • 5. 6.0, 14 • 0, 19.S, 23.7, 25.4, 21 • 1 , 21.2, 25.9, 24. o, 1 7 .o, a.o, 4.0 
345 . o. . o, 5.4, 13.1, 1 7. 9, 21.7, 23. ~ • 2 ~ • 3, 26.4, 2J.a • 21.s, 1 7 • 6, 12 • o. 6.0 

~ 
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(11) Set minimum computed SASS attenuation at .01 dB as an attenuation

was-computed flag: 

a = max (a , • 01) prev 

(12) If a from step (8) was determined to be out of range, flag the 

final SASS attenuation with the value a= 99.99. 
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SECTION 7 

SASS WIND VECTOR GEOPHYSICAL ALGORITHM PROCESSING 

7.1 OVERVIEW OF THE SASS GDR WIND VECTOR ALGORITHM 

The SASS geophysical 1 • hm a gorit computes the sea-surface wind speed and 

direction from scatterometer 0 ° measurements derived from the sensor algorithms 

(see Section 5). The backscatter ff' coe icients that are input to this geophysical 

processor have been corrected for attenuati'on through the atmosphere to the 

extent possible (see Section 6). Th 11 e overa geophysical algorithm consists of 

three modular components: cell pairing, least-squares estimator, and wind-to-o
0 

model function table. 

7 .1.1 Geophysical Model Function Morphology 

The SASS geophysical algorithm computes the 19.5-m neutral stability 

wind speed and direction (see Subsection 9.4) for the average location and time at 

which the 0° measurements were taken. The neutral stability wind is defined as 

the wind speed that would result from a given friction velocity, u*, if the atmo

sphere were neutrally stratified (air and sea-surface temperature equal) with an 

adiabatic lapse rate. Thus the neutral stability wind speed is uniquely defined 

by the friction speed at the sea surface rather than the actual wind at the refer

ence 19.5-m elevation. The physical mechanism upon which the measurement is based 

for primary-swath (off-nadir) incidence angles; i.e., e1 > 20°, is the Bragg 

scattering of microwave energy from centimeter-length capillary ocean waves 

created by the action of surface wind [28). The strength of the backscatter mea

surement o 0 is proportional to the capillary wave amplitude, which is assumed to 

be in equilibrium with the wind friction speed u*. In addition, the backscatter 

response is anisotropic for off-nadir incidence angles; wind direction can there

fore be derived from radar measurements taken at different azimuths. 

The predominant physical basis for measurement sensitivity to wind at 

nadir and near-nadir incidence angles is specular reflection [29). A single func

tional form relating backscatter to wind over the entire range of Seasat scatterom-

ete · 'd 1 o0 e < 70°, was developed by Wentz [30) and summarized 
r inci ence ang es, ~ I 

by Jones, Wentz, and Schroeder [31). This model function relationship is a unifi-

cation of a Bragg-scattering model component that is dominant over non-nadir 

incidence angles, and a specular (geometric optics) component that is dominant 
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over near-nadir incidence angles. The overall model function derives as the sum of 

1
. . ocedure that preserves function and first-

the two components in asp ining pr 
derivative co~tinuity at the transition point 81 = 

300 , a nd is th erefore applicable 

over the whole SASS swath. 

This total model is seen to yield values of 0° that remain essentially 

constant under any variation in the measurement azimuth angle or wind direction 

when the incidence angle is fixed at a nadir-swath value. This insensitivity 

reflects the fact that the backscatter coefficient is effectively independeP-t of 

the azimuth at incidence angles less than about ten degrees [38). Wind direction 

is therefore not determinable for the SASS nadir swath (see Figure 3-3 and Sub

section 3.4.3.5): the general speed-and-direction model function form is none

theless used to derive nadir-swath solutions consisting only of speed by constraining 

the~ priori wind direction during nadir processing to be (arbitrarily) blowing 

from the north. In this way, the same model form and computational schema can be 

used to generate both nadir- and primary-swath solutions. 

A table form -- also formulated by Wentz [33) -- of this total back

scatter model function is used in the GDR wind processing (see Subsection 7.3.3) 

to increase computational efficiency. The varying sensitivity to azimuth as a 

function of incidence angle (as well as other model characteristics) becomes 

evident upon examination of the table (see Table 7-1) entries or Figure 3a-h of 

[32). 

7 .1.2 Sensor Data Grouping: Pairing and Binning 

Before th e wind vector algorithm can "invert" input sensor data into 

wind solutions, somewhat 1 / comp ex time space re-ordering of the input data must be 

performed. As described in Subsection 5.6 and elsewhere, SASS o 0 sensor record 

data is ordered as the data is received f th . . rom e spacecraft; i.e., one (minor 
frame) record contains 15 ° D o oppler measurements derived from a single antenna 

kilometers along the Earth's surface. illumination pattern extending hundreds of 

A unit of geophysical processing producing a wind solution requires a small input 
set of oo measurements that are nearl .. Y coincident in space and time with (for 
primary-swath solutions) "orthogonalit " -- . 
least one Y th at is, the presence in the set of at 

measurement from each of th f 
. b .e orward and aft beams -- satisfied. The 

mapping etween the incoming data t 
. s ructure and that re uired • ·d db the 

cell grouping front-end stage of the . q is provi e y 
geophysical algorithm. 
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Two distinct d t a a grouping options_were developed for use in the 
geophysical processing. In the binning opti·on, the data swath area is broken into 
a square grid pattern with surface regi·on b" in sizes selectable in the range from 
.S0 to 2°. The bins have contiguous boundaries formed by appropriate latitude 
and longitude lines. All 0 ° measurements whose cell centers fall within a given 

grid square are provided as input to the wind vector estimation component of the 

(which includes up to four alias speeds and algorithm. A single wind solution 

directions for a primary-swath bin -- see Subsections 7.4.1 and 7.4.5) results 

from processing all the sensor data falli·ng wi"thi"n h b" t e in -- providing the ortho-

gonality condition is satisfied. The time-tag and location of the output solution 

are defined (somewhat arbitrarily) as the centroids of the times and locations of 

the input 0° measurements contained in the solution bin. Much of the wind data 

examined in the Seasat workshops [11,12,13) was produced with this grouping option, 

with bin sizes of .S0 and 1°. 

7.1.2.1 Cell Pairing. The other sensor data grouping option developed for 

geophysical processing is cell pairing, the scheme used to generate the GDR winds. 

With this method, a o0 measurement cell from the forward beam is paired with a 

nearby aft beam cell if the (cell center-to-center) surface distance between the 

two cells is less than a given separation-distance tolerance. (Of course, only 

sensor data from one satellite pass at a time is considered in this pairing pro-

cedure as well as in the binning scheme above: data taken over the same region, 

but from different orbits, are not matched together.) A single (multiply-aliased) 

wind solution is then computed based upon this pair of measurements. There are 

two distance tolerances: 37 km is used for the single-sided double-density 

instrument modes 3 through 8 (see Table 3-4), while 50 km is used for the double

sided, single-density modes 1 and 2. A discussion of the tradeoff study and rationale 

· behind the choice of these particular pairing maximum-distance criteria for GDR 

data production is given in Section IV.B of [13]. 

It is important to be aware of the partial redundancy of data-usage 

inherent in this cell pairing mechanism: a single given aft cell (primary swath) 

can be paired with up to six distinct forward cells, or vice versa with a single 

forward cell. The resulting set of up to six wind solutions, whose mutual 

separation distances would be less than either 37 or SO km (dep,ending on the mode), 

can be considered to be essentially independent scatterometer-derived wind 
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(It could certainly 

measurements taken at 
f e focations. 

slightly different sur ac 
b It• d d I solutions might not e as in epen ent' as 

be argued however, that such a set of 
' . of oo measurements with no common members.) The 

a similar set derived from pairs 
of a 0 pairs sharing a common element 

number of such solutions evolving from a set 
three occurring most frequently, and six 

ranges from one to six -- with two and 
11 distances for both forward and aft 

only rarely depending on local inter-ce 
· f location in orbit, incidence 

beams. These distances in turn are functions 0 

3 4 3 6) A more detailed discussion of 
angle, and swath side (see Subsection • • • • 

the GDR cell-pairing algorithm component is given in Subsection 
7

•
2

• 

f C 11 P · ·n for Data-Grou in Techni ue. The 
Rationale for Choice o e airi 7.1.2.2 

use of fore-and-aft pairs of 0 ° measurements as the standard grouping technique 

for all SASS GDR wind solutions was recommended in an unpublished 1979 LaRC 

memorandum (L.C. Schroeder), and agreed upon by the SASS Evaluation Task Group 

at a February 1980 meeting in Boulder, Colorado.· This choice was motivated 

primarily by the following considerations: 

(1) 

(3) 

Evaluation of SASS performance in important high-gradient situa

tions such as hurricanes and storms was found to be aided by 

high-resolution data (see First Storms Mini-Workshop Report [14]). 

The cell-pairing mode clearly generates maximum resolution 

solutions. (Mixed-mode grouping; i.e., pairing at certain 

mission epochs -- such as at storm times -- and binning at 

other times, was determined not to be a viable option for GDR 

production because of time and fiscal constraints.) 

The implementation of the SASS supplemental geophysical record 

(see Section 8) was significantly simplified by the pairing

mode choice, since pairing always yields a constant number of 

sensor data elements (two) per solution, whereas binning yields 

a variable -- and unpredictable -- number. Due to time constraintS, 

such a record would not have been generated and put on the GDR 

tapes had binning been chosen. 

The model function (see Subsecti'on b till 7.3) was considered to e 5 

under development, a_nd SASS/surface-truth wind data sets were 

expected to be used in future comparison and model-upgrade efforts, 
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Access to the highest possi'ble resolution SASS-derived winds was 
strongly preferred for such work. 

7 .1.2 .3 Solution Spatial Patterns Resulting From GDR Cell-Pairing. As a result 
of the pairing option and the manner • in which a single 0° measurement can enter 
into the generation of more than one solution, GDR winds often fall into spatial 
patterns that are typical -- and therefore recognizable -- for given instrument 

Solutions resulting from the Gual-polari'zati'on (V modes. 

modes 3 
and H), double-density 

and 4 commonly occur in a tightly clustered group of three (with the 

individual solutions in th 1 e c uster sometimes located just a few kilometers 

apart)· where the first memb f th • • • er o e triple derives from the measurement-pair 

type {(o
0

V)fore' <00 v)aft}, the last from the pair {(o 0 
) , (o 0 

) }, and the 
'ddl f · h {( o H fore H aft mi e rom eit er O v) ' (o 0 ) } or { (oo ) (oo ) } . fore Haft H fore' V aft The three 

solution locations are generally aligned approximately parallel to the spacecraft 

groundtrack, and the ordering implied here is with respect to the direction of 

flight. For the single-polarized, double-density measurement modes 5,6,7, and 8, 

solutions again often occur as closely grouped triples, except that they now de

rive from like-polarized (either V or H) o0 pairs. For the single-polarization, 

single-density modes 1 and 2, GDR solutions typically do not occur in a repeating 

cluster pattern as they tend to be more locally isolated. 

As with the binning op.tion, the time, location, and incidence angle of 

a wind solution derived from cell pairing are defined in terms of the midpoint 

(centroid) of the corresponding sensor data parameters; e.g., 01 (solution) _ 

[61(0°1) + 01 (0° 2))/2 for the measurement pair (0°1,0°2). This means that a GDR 

solution time-tag can range from being a few seconds to as much as nearly two 

minutes removed from the actual times that the two participating o
0 

measurements 

were taken since such measurements can occur up to four minutes apart (see 

Subsection 3.4.3.1). 

7.1.2.4 Nadir Solution Binning. Nadir-swath solutions (speed only) are derived 

from Doppler cells 14 and 15 (see Subsection 3.4.3.5) and, independent of the 

primary-swath grouping choice, are always generated from binned data. GDR nadir 

solutions result from .5° latitude/longitude bins -- a choice yielding nadir

solution resolution that is consistent with the average primary-swath resolution 

resulting from pairing. Nadir solutions therefore result from bins containing one, 
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or more antenna beams (orthogonality 
two or more 00 measurements from one, two, . . h 6 " 

' (A solution wit I -t 0° can result 
not necessary) in an unpredictable manner. 

11 15 measurements taken from opposite-sided 
from a bin containing Doppler ce -

. h d ta is sometimes nearly co-located.) Be-
( beams 1 and 4) since sue a beams e.g., 

o, tained in nadir bins, some of the infor-cause of the variable number of 0 s con 

1 t 1 geophysical records pertaining to nadir mation contained in the GDR supp emen a 
• • 8) Nadir-swath Doppler cell 13 (6

1
::::::8°) solutions is meaningless (see Section • 

is not processed in the GDR wind algorithm. 

7 .1. 3 Sensor Data Prefiltering for Geophysical Processing 

The geophysical algorithm must screen out sensor data that would yield 

obviously erroneous wind solutions. The scatterometer sensor algorithms generate 

a considerable number of flags for each minor frame of data that, taken together, 

provide for the continuing evaluation of overall instrument health and status, and 

current data quality (see Section 3 of [3]). Not all o0 data quality attributes 

covered by these flags are such that an "on" flag condition (denoting a potential 

problem) is sufficient reason to rule out the use of the associated o 0 in the 

computation of wind solutions. Both nadir- and primary-swath wind solutions are 

therefore computed, or not computed, on the basis of a nine-flag subset of the 

total set of flags contained in a GDR sensor frame record. If any one or more of 

these nine flags is on, the corresponding cr0 measurement is rejected from con

sideration for wind computation. In addition, wind solutions are not derived from 

a particular 0° if any of several other circumstances occur; e.g., o0 's are not 

used if they have been designated as anything other than "all ocean" in the 

TOILing process described in Subsection 6.2. All flag-settings/conditions under 

which 00's are rejected from further geophysical processing are described in 
Subsection 9.8. Thi's sere • / 

ening process occurs during the first-stage pairing 
binning component of the processing. 

7.2 CELL PAIRING ALGORITHM 

The SASS cell pairing/grouping component of 
the geophysical processor 

(ADF subroutine-level algorithms SS.IG.G-l0.00/ 4/D and SS.IG.G-lO.Ol/
4

/C) performs 
the functions of (computer storage) b ff . 

u ering and grouping measurements from 
individual SASS Doppler cells and . 

• passing select d the • e measurement groups on to wind vector estimation routines Al . 
• gori th m SS.IG.G-10.00/4/D (G-10.00) performs 
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data validation (including prefilt • 
ering -- see Subsection 7.1.3), buffer manage

ment, and pointer setup. When b ff 
u er space is needed, a pointer (indicator) is 

passed to SS.IG.G-lO.Ol/ 4/C (G-10.00), which then selects the appropriate measure

ments to be grouped with the one indi·cated by h 
t e pointer, reformats the group of 

measurements to be compatible with the wind estimation routines, and calls the 
latter. 

7. 2 .1 Data Buffering 

Data buffering is fairly tightly optimized, taking advantage of knowledge 

of the SASS measurement pattern. Since fore-beam data must be buffered until 

corresponding aft-beam data become available, the buffering is non-symmetrical: 

the buffering is controlled by the arrival of fore-beam data only. Buffers have 

(conceptually) a trapezoidal shape. In modes 1 and 2 (single-density, double-

sided) there are buffers that can contain from 12 cell-1 measurements to 39 cell-

12 measurements for each forward beam. In other modes the buffers can contain 

twice as many measurements for a given cell, but for one side only. This is 

estimated to be the largest number of buffers needed for the various modes for 

the maximal case of all possible data being present and of acceptable quality. 

In this case, matching aft-beam data becomes available just before a fore-beam 

buffer needs to be re-used. A little extra memory space is available to allow 

• b • k d Buffers for aft-beam data have the binning mode of data grouping to e invo e. 

the same characteristics as for fore-beam data, but provide more space than is 

actually needed since aft measurements do not need to be kept in buffers for 

very long (in terms of spacecraft ground-track time). 

7.2.2 Pair Pointer Setup 

f all buffer management and pointer setup Algorithm G-10.00 per orms 

1 • • mode each incoming aft-beam measurement is operations. In the eel -pairing , 
ements currently in the buffer for the same compared with the fore-beam measur 

h bet of fore-beam measurements that could po-side. To save time, only t e su s 
aft-cell 1 is not compared with foretentially yield pairs is examined; e.g., 

Yield a pair match within a reasonable distance. cells 8-12, since they could never 
distance tolerance of 37 km (modes Every fore cell located within the pre-set 

f h ft cell is entered into a list, 3 through 8) or 50 km (modes 1 and 2) o tea 

together with the separation miss diS t ance. 
For this purpose, distances are 
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defined cell center to cell center. 

list members are sorted according to 

11 fore cells have been checked, the 
After a 
increasing distance from the given aft cell. 

between the buffer containing the aft 

Two-way pointers are then established 
each fore measurement in the sor~ed list, 

measurement and the buffer conLaining 

subject to the following conditions: 

a lready has pointers to six aft measurements, 
If a fore measurement (1) 

(2) 

(3) 

( 4) 

(5) 

no new pointers are established. 

No more than six pointers are established for each aft measure-

ment. 

Pointers are established in order of increasing distance. 

No pointers are established for pairs beyond the distance 

tolerance (37 or 50 km), 

No pointers are established when l?erating in the binning mode. 

f · · (1) hove the algorithm would quite often be Because o restriction , a , 

unable to select the best (i.e., closest) pairs if the distance tolerances were 

set much higher than the chosen values of 50 km for modes 1 and 2, and 37 km for 

the other modes. If no pointers are established for an aft measurement, a cell

and beam-dependent counter is incremented. Separate counters are used for record

keeping corresponding to restrictions (1) and (4). (In the summary printout that 

appears at the end of each geophysical processor computer "run" hardcopy, these 

counters are printed with the labels "aft - no room" and "aft - no match," re

spectively.) If significant numbers of aft-cell measurements were lost because 

of restriction (1), it would be an indication that the distance tolerances had 

been chosen too large; if lost because of restriction (4), it would be an indi

cation that they are too small, except for the large number of measurements from 

cell 1 and cells 7-12 that are routinely lost due to lack of fore- and aft-beam 

overlap coverage (particularly near the equator __ see Subsection 3.4.3), and for 

all cells associated with processor start-up after a data gap or a large land 

mass. See section IV.B of (13} for further considerations in the choice of the 

pairing-distan e tolerances. 

When th e buffer management logic indicates that a forward-beam buffer 

space needs to be re-used, a pointer to that space is passed to algorithm G-l0.01, 

and the measurement contained in that space d is grouped as appropriate and passe 
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on to the wind retrieval algorith ms. All pointers to that space are then cleared, 
and the space is re-used. 

7. 2. 3 Pair Generation 

Except for the restricti·ons d' d iscusse in Subsection 7.2.2, the actual 

selection of measurements to be grouped is done by algorithm G-10.01. G-10.01 can 

operate in either the pairing or binni·ng mode. I h • n t e pairing mode, operation is 

as follows: 

(1) 

(2) 

(3) 

( 4) 

(5) 

The fore measurement indicated by G-10.00 is selected. 

Distances from the selected fore measurement to up to six aft 

measurements, indicated by pointers, are calculated and entered 

into a list. 

The list is sorted by distance. 

The nearest aft measurement is paired with the fore measurement 

and passed on to the wind estimation routines. 

The.remaining aft measurements are examined: if the fore measure

ment currently being processed is the nearest fore measurement 

to an aft measurement, the pair is passed on for wind processing. 

Note that this has the following effects: 

(1) 

(2) 

(3) 

Every fore measurement is paired with at least one aft measure

ment, if there is a candidate within the distance tolerance. The 

first aft measurement selected will always be the nearest one to 

the fore measurement. 

Every aft measurement is paired with at least one fore measurement, 

if there is one located within the distance tolerance, noting 

restriction (1) in Subsection 7.2.2. 

t may be Paired with several fore measurements 
An aft measuremen 
in addition to the nearest. This can happen because the aft 

i·s the best match for each of several fore measure
measurement 

ments. 
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7.2.4 
P

rocessed independently, using a single cir
Nadir cells 14 and 15 are measurements. No distinction is made 

Binning (Nadir) 

. h space for containing 42 
cular buffer wit mode. Nadir cells are always processed in the 
between fore and aft, or inS t rument 0 

h 
is 5 Cell 13 is never processed. 

Pr
oduction bin size c osen •• 

binning mode; the GDR 

the 
binning mode (primary or nadir swath), all 

When operating in 
. • t'ons) is bypassed. When G-10.00 must re-

pointer setup (with associated restric i 
that space is passed to G-10.01. A bin 

use a fore-buffer space, a pointer to 
Of i·ntegers obtained by dividing the fore-

identifier is calculated as a pair 

longi
·tude by the bin size, and truncating any fractional 

measurement latitude and 
part. All fore and aft buffers are then searched for measurements having the 

same bin identifier. All such measurements are then grouped together and pro

cessed. The buffer spaces they occupied are then marked available for re-use. 

7.2.5 Time Tolerance Control for Pairing 

An adjustable processor parameter array (TTOL) allows for the designa

tion of a set of time difference tolerances, with a distinct value possible for 

each cell number. If a fore measurement and an aft measurement differ in time 

by more than the tolerance value corresponding to the cell number, the measure

ments are not candidates for pairing. This prevents measurements from separate 

orbits from being paired together in the event that a large data gap prevented the 

older measurement from being overwritten with more recent data. The array values 

currently in use range from 100 seconds for cell 1 to 320 seconds for cell 12. 

One array value (TTOL(l2)) is also used as a time-regression threshold. If a time 

gap or regression larger than this occurs, all data currently in buffers are pro

cessed to the extent possible; the program is then re-initialized. 

7.2.6 Mode Change Processing 

In the event of a mode change, • 1 • • d ( less specia processing is require un 

the only effect of the change is a change in polarization). If the change is from 

mode 1 or 2 (both sides act· ) d ive to mo e 3-8 (one side active), previous data from 

the newly inactive side is processed to the ·r extent possible, since no further pal 
matches will occur (if the d mo e switches back after less than about 4 minutes, 
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some potential matches will b e loS t ). This purging of the old-mode data is 
required since the new mode will generate t • . wice as many measurements per unit 
time on the single active side and buff ' er space must be re-allocated accordingly. 
The same action is t k • a en if the mode change is from one side active to another 
side active. 

If the change is from one side active to both sides active, more com-
plicated action is required. F or a short time (about 4 minutes), more fore 
measurements may have to be held th h . ant ere is space available for them. This 
problem is most severe when the • • . incoming data is complete (no gaps) and clean (no 

data dropped in screening/validation routine), for then the buffers are nearly 
full of not-yet-matched data. This situation is handled as follows: 

7.3 

7.3.1 

(1) 

(2) 

(3) 

(4) 

Data too old for further pai·ri'ng • d d is processe an purged. 

If th e previous mode had both (V and H) polarizations active, 

data with polarization opposite to the current mode is deleted. 

If the previous mode had only one polarization active, adjacent 

fore measurements for a given cell are averaged together in 

pairs, producing a 2:1 space reduction. Candidate pairs separated 

in time by more than a tolerance of 3.9 seconds are not averaged 

together. 

Deletion or averaging of points is done only to .the extent required 

to produce needed buffer space. When the required space is 

available, the buffers are compressed and switched to a both-sides 

mode. These procedures result in a small amount of data having 

resolution "degraded" so that it becomes equivalent to the normal 

resolution for modes 1 and 2. 

SASSl GEOPHYSICAL MODEL FUNCTION 

Introduction to Model Relationship 

The fundamental assumption employed to establish a usable relationship 

between the speed and direction of surface wind and the backscatter signal is that 

the latter can be expressed as a function of only four variables: the ocean

surface wind magnitude u, the incidence angle of the radar at the sea surface e1 , 
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. the azimuthal 
the wind direction relative to 

V r H -- of 
1 • t·on type -- 0 

X, and the po ariza i 

00 

· direction of the radar beam pointing 

the incident radiation c: 

(7-1) 

mains a matter of some debate and 
The extent to which this assumption is true re 

top
ic of ongoing research. Important work in ocean 

will surely continue to be a 

backscatter modeling and its application 

is reported in [31,34,35,52]. 

to (Seasat) surface wind vector retrieval 

relatl. ·vely simple form of (7-1) has been used for 
In the meantime, a 

Seas at scatterometer data. If the normalized radar 
the geophysical processing of 

d · logar1.'thmic bel units and the logarithm of the 
cross section o0 is expresse 1.n 

wind speed (in m/s) is used, the dependence assumed has the form 

00 (7-2) 

where G and Hare given by stored coefficient tables for V and H polarizations and 

incremental values of incidence and relative azimuth angles (see Subsection 7.1.1). 

The coefficients in the so-called G and H tables are tabulated for incidence 

angles 0
1 

from 0° to 70° in 2° steps and for relative azimuth angles X from 0° to 

180° in 10° steps. 

7.3.2 Definition of Model Function Variables 01 and X 

The incidence angle 0
1 

and the relative azimuth angle x as used in Eq. 

(7-2) and elsewhere in this document are defined at the Earth surface location; 

i.e., at the Doppler resolution cell center point (see Figure 3-4 or the point P 

in Figures 6-1 or 6-3), of a particular o0 measurement. Thus, these model vari

ables are defined out at the measurement location within the antenna illumination 

region and not, for example, at the spacecraft subsatellite nadir point. A is ~I 

therefore the acute angle formed between the radar incident vector for the given 

Doppler cell (determined as the current look direction from the antenna to that 

cell -- see Subsection 4.4.2.7) and the local surface vertical defined at the 

measurement location -- see Figure 3-3. For the SASS c :iguration e
1 

ranges 

from 0° (nadir-looking) to a nominal maximum of less than 70 0 at the outer edge of 

a swath. 
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The relative wind azimuth angle x (sometimes called the aspect angle) 

is defined as th e wind direction relative to the radar azimuthal clock angle¢ 

measured from the north, and measured at the o o measurement site. The radar azi-

muth clock angle¢ defined at the measurement location is, in general, not the 

same as th e radar azimuth clock angle K described in Subsections 3.4.1 and 4.4.2.7, 

which is defined to be measured from the north at the subsatellite point. The 

spherical triangle diagram below -- representing a region on the face of the oblate 

Earth -- illustrates the two clock angles and the difference between them for a 

footprint location that is east of the subsatellite point: the lines of longitude 

with respect to which each angle is measured are parallel only at the equator. 

Unfortunately, the nadir-relative azimuths K computed by the IDPS and 

supplied on the MSDR files (see Subsection 4.4.3) were erroneously used as argu

ments to the model function during the actual geophysical processing that generated 

the GDR wind solution data set. The net effect of incorrectly using K instead of 

¢ for the wind inversion process has been analyzed in detail and is discussed at 

length in Subsection 9.2, where solution direction correction tables are supplied. 

Because of the relatively small effect, it will probably not be necessary to apply 

such corrections to the GDR data for most purposes. 

For present purposes and throughout this document, the wind direction 

y is defined with the meteorological convention; i.e., y is in the "out-of" 

sense and is measured clockwise from the north in the range 0° !, y !, 360°. Thus, 

NORTH POLE 

S/C SUBSATELLITE 
(NADIR) POINT 

EAST~ 

\ 

DOPPLER CELL 
MEASUREMENT 
LOCATION 

PROJECTION OF ANTENNA LOOK 
DIRECTION ONTO EARTH SURFACE 
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t The functions G and Hand . f the northeas • 
if y = 45°, the wind is blowing out O 

. . . 
d dent upon the wind direction , and 

0° itself in Eq. (7-2) are assumed to be epen 
only through the difference x' = \ - 9 

the scatterometer azimuth look angle¢ 
h nd ¢ [36). In addition, G and H are 

over the entire 0° - 360° range of bot Ya 

X
' about x' = 0° and to vary harmonically with 

assumed to be even functions of 

maxima occurring at x' = 0° and 
x' = 180° and minima occurring at x' = 90° and 

of the functions and 0° itself can x' = 270° [32). The azimuthal dependence 

h 1 te range of wind therefore be expressed overt e comp e 
and antenna look directions 

h d • t' X defined as by the wind relative azimut irec ion 

X = y - ¢, for 00 ~ y - ¢ < 1800 l 
360° - (y - ¢), for 180° ~ Y - $ < 360°} X 

(If y - ¢ is negative, 360° is added before operation (7-3) is performed.) 

( 7-3) 

The 

relative wind direction x that results from Eq. (7-3) has an operational range 

of 0° ~ x ~ 180°: it is this parameter that is the independent variable in the 

model relationship (7-2). Correspondingly, the table representation (see Table 

7-1) of the G and H functions in Eq. (7-2) was constructed for use in geophysical 

processing as a function of x over the half-interval 0° ~ x ~ 180°. Note that 

(1) x = 0° corresponds to an "upwind" condition, i.e., the antenna look direction 

is directly "into" the wind; (2) x = 180° corresponds to a "downwind" condition, 

i.e., the antenna is pointing in the same direction that the wind is blowing; and 

(3) X = 90° (and x' = 270°) corresponds to a cross-wind condition. The values 

of the table coefficients are most important at these directions. 

7.3.3 SASSl Model G-H Table and Its Use 

The original look-up table form of the Eq. (7-2) G and H functions 

developed by Wentz had coefficient values derived from AAFE/RADSCAT aircraft o0 

measurements. These model table values have since undergone a number of refine

ments: the development of models to express the 0o • d 1 • h' i's traced -win re ations ip 

from the initial model based on aircraft data through the Seasat field validation 

experiments (GOASEX, STORMS, and JASIN) to its final current form in [32). This 

last G-H model table -- called SASSl __ was 
incorporated into the geophysical 

processor for the purpose of generating the d 
entire 96-day set of Seasat GDR win 
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solutions. The ·SASSl model functi·on i's a composi·te of several models that were 

developed before and immediately after the JASIN workshop [13,37); its assessment 

can be fou nd in [l 3 ,32,38]. A description of the synthesis of SASSl from its 

immediate progenitors and an outline of their- origination are contained in [39]. 

The form (7-2) evidently yields a three-parameter family of straight 

lines in log 0° - log U coordinates with slopes equal to H(8 1 ,x,£) and o 0 inter

cepts corresponding to unit wind speed given by G(8r,X,£). As noted in Subsection 

7.3.2, 81 and X need only vary from 0° to 70° and 0° to 180°, respectively, for 

operational use of the model function. The G-H table coefficients corresponding 

to Eq. (7-2) are therefore tabulated at nineteen 10°-increment (0°,10°, ... ,180°) 

x values and at thirty-six 2°-increment 01 values for each of the two polariza

tions; the resulting G and H tables together total 2736 tabular values. 

The SASSl model G-H table coefficients are given in Table 7-1. The 

complete array of numbers is a function of 0
1

, X, the polarization index£, and 

the G-H table index (= G or H). As used with Eq. (7-2), the assumed units in the 

table are degrees for the angles, m/s for the 19.5 neutral stability wind speed 

U, and bels (10 decibels) for the backscatter coefficient o0. The tabular values 

of the four table index parameters are: 

G-H = G,H 
(7-4) 

X 0°,10°,20°, ... ,180° 

£ H,V 

The 0
1 

index varies most rapidly, the G-H index the next most rapidly, X next, 

and the Hor vindicator last, with the order shown in (7-4), as Table 7-1 is 

b 1 • Thus, the 36 entries in the first three read left-to-right and line- y- ine. 

lines correspond in order to 0
1 

= 0°,2°, ... ,70° for the X = 0°, H-polarization 

The next three lines are the same thing for the H table. 
portion of the G table. 
The first half of the table (lines 1-114) is for H-polarization, the second half 

for V-polarization. 
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Table 7-1. SASSl G-H Table 
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' ... 
,s 
•• ,1 .. 
n 
70 
7 I 
72 
7.) 

711 
75 
76 
77 
78 
79 
10 
II 
82 
8l 
i'I 
85 
86 
87 
81 
at 
90 
91 
9Z 
9l 
911 

•s .. 
97 .. 
99 

100 
IO 1 
102 
103 
I 0'I 
105 
10, 
107 
1011 
109 
110 
111 
112 
11 J 

II 'I 
IIS 
II I> 
117 
118 
11 Y 
120 
121 
122 
12.) 
1211 

'i ZS 
.12. 

127 
l 2i1 

Table 7-1. SASSl G-H Table (contd) 
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129 
130 
131 
132 
133 
13'1 
135 
I 31> 
137 

: I 38 
139 
I '10 
I 'I I 
1'12 
l '13 
I 't 'I 
I '45 
I '16 
I 't7 
l 't8 
l '19 
ISO 
i SI 
IS 2 
IS3 
I S'I 

,., S5 
156 
H,7 
158 
159 
160 
UI 
II> z 
11,3 
U't 
us 
u, 
167 
U8 
169 
170 
171 
172 
113 
i-711 
175 
11' 
l'7 
178 
179 
uo 
181 
112 
183 
I 8'1 
IBS 
186 
187 
118 
189 
190 
1' l 
192 
1•~ 

Table 7-1. SASSl G-H Table (contd) 
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I 911 
196 
19' 
,,1 , ... 
199 
200 
201 
202 
203 
2011 
205 
206 
207 
208 
20• 
210 
2 1 I 
212 
213 
2111 
21' 
2U 
217 
211 
219 
220 
221 
222 
223 
2211 
22i 
226 
227 
228 

Table 7-1. SASSl G-H Table (contd) 

•2•0ZS•!• 329 •2• 6 16•2,879•loll7•lolll•lt522•Jo690•3o837•lo96ll•ll•070•11,157 
•ll•

5
2 : 7• 0; 80•ll,lZO•ll,351•11,368•11,l711•11,l7'1•11o3711•11,373•11,37l•ll,368•'1ol6'1 

•• 6 •• 68 ·• 5112 •,'108 ••235 ••08't ,066 ,268 ,sol ,7SII loOOZ 1,229 
1• 1116 l,S'1 6 1• 6 73 1,787 1,888 1,977 2,0S3 2oll8 2,172 2,216 2,2'19 2,273 
2• 288 2 • 296 2,2 9 7 2,296 2,2¥2 2o28S 2,279 20273 2,21>7 2,267 20267 20267 
1•710 1• 68 9 1,625 1,382 1,066 ,771 ,1165 ,095 ••316 •,7'47•1•177•1•583 

•1•9'lll•2° 2 38•2~518•2t776•l1009•l•22l•l•'tl0•31578•l,725•3o8Sl•31957-'1,0'tS 
•ll,IIS•ll 1 16@•'1i2D 8•'1,2'11•'11260•11,268•'1,271•'1,272•'t,273•'t 12711•'t,275•'t,276 

••576 ••5 67 ••5'10 •,'103 •,226 •,071 ,O&l ,285 ,516 ,762 1,003 1,222 
1•110'1 1,530 1,652 1,762 1,860 1,9'46 2,021 2,C8S 2,137 2,180 2,212 2,23'4 
2•2'18 2,2b3 21253 2,251 2,2'17 212'12 2,237 2,232 2,227 2 1227 21227 2,227 
1,110 1, 6 89 1,623 1,376 1105s ,753 ,'I'll 10eo •,3l6 .,128.1,IJ6•l•S2l 

•l•86t•2tlS6•2,'132•2t687•2,920•l•l32•lol2l•l•'193•3o6'12•3,772•3•882•3,972 
•'l,0'15•'1,09 9•'1,l'11•11,176•'1,198•'1o209•'1,2l't•'l,219•'1,223•'1,226•'1•228•'1o229 

•t576 •o567 •1536 •1392 •1207 •10'tl ,122 132'1 oSbO ,78'1 1,0ll l0221 
lo39'1 1,516 1•635 l17'13 l18'10 1,926 2,001 2,065 21118 2,161 2,19'1 21217 
2,231 2,236 21235 2,233 21230 2,226 2.223 2,219 21215 2121s 2121s 2121s 
1•710 1,688 l1620 1,366 1,036 ,725 ,'IOS ,0'16 •,336 •,728•1tll'l•l•'179 

•l•810•2,091•2•366•2t6,0•2,8S'l•lo067•3e261•3t'll'l•l,S88•3,722•3•8l6•3o9ll 
•'l•007•'1,0l>'t•'l•I07•'1el'IS•'l1171•'1118'1•'1ol9l•'lt200•'lo208•'11217•'t1227•'11238 

••b76 •,565 ••530 •,377 •,179 ,000 ,178 ,382 ,600 ,820 1,033 1,225 
1,387 1,so• 1,62'1 1,131 1,e21 1,,13 1,989 2,oss 2,110 2,1ss 2,189 2,21 11 

2•229 2,23'1 2,23'1 2,232 2,231 2,229 2,227 2•225 2,223 2,223 2,223 2,223 
1•710 1,687 1,617 1,356 1,017 ,695 ,368 ,Oil •,358 •173l•lol02•lo't52 

•l,772•2,050•2,32'1•2,S78•2,81l•l,028•3,22'1•Jo'IOl•3,558•3,695•3•813•3,91I 
•lo990•11,050•11o095•11,13S•'l,16't•'lol80•'ltl91•'1,20l•'lt211•'11~2l•'l•23l•'lo2'1I 

•,576 •,563 •,52S •,363 •,l5S ,037 ,227 ,'132 ,6'13 ,BS2 1,051 1,230 
1,313 1,500 1,617 1,723 1,820 1,907 1,98'1 21051 2,108 2,1511 2,191 2,217 
2,233 2,239 2,239 2,238 2,238 2,237 2,237 2,2Jo 2,235 2,23S 2,235 2,235 
1•710 1,687 1•615 1,351 l1008 ,682 ,352 •,001 •,368 •,7l8•l•099el,'1'1l 

•l,759•2,036•2,309•2,56'1•2,7Y9•3,016•J,212•l•l90•3,S'18•3,687•l•ti06•3,906 
e3,986•'1,0'l6•'11092•'1,ll3•'11l6l•'ltl80•'ltl~2•'1t203•'1,21'1•'1,2i5•'1•236•'1,2'17 

••576 •,563 •,522 •,357 •,l'1'1 ,053 ,2'17 ,'152 ,6~0 ,eos 1,058 1,233 
lt382 , ... ,. J,61'1 l0721 1,811 1,,05 1,9»3 2,050 2,108 2,IS5 2,192 2,219 
2,235 2,2'1I 2,2'1I z,2'11 212'11 2,2111 2,2111 2,2~1 2,2'1I 2,2'11 2,2111 2,2'1I 
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evaluated at given non
Operationally, the G and H functions are 

an interpolation on the appropriate table entries. 
tabular values of 01 and X with 

in the 0
1 

dimension due to the near
A first-order interpolation is sufficient 

However, a second-order inter-. a 20 step in 81. linearity of the functions over 

polation is needed in X because 
the variation of the functions with azimuth is 

hl 2 A Sl
·x-point interpolation is therefore performed using three 

roug y cos X• 

1 f h f t wo adJ'acent 8 table values and the form 
adjacent x table va ues or eac o I 

2 3 
= I: L a.b.G .. 

. . 1 J 1] 
1 J 

{7-S) 

( ) h G the six table entries and where a. (and similarly for H 01,X,£, were ij are 1 
and b. are functions of the location of the point (8 1 ,x) within the region formed 

J 
by the six corresponding interpolation grid points. (See Section 3 in [36) for 

further details on the calculation of the coefficients ai and bj.) 

Given a particular G-H table coefficient set together with the attendant 

interpolation on 0
1 

and x as described, Eq. (7-2) represents a SASS model function; 

i.e., a particular empirical relationship used to describe the dependence of 0° on 

the 19.5-m neutral stability wind vector. It is such a functional relationship 

that is "inverted" by the SASS wind vector extraction algorithm to obtain wind 

solutions from backscatter data. The inversion of Eq. (7-2) using the SASSl table 

given in Table 7-1 for G and H produced the GDR winds. 

7.4 MODEL FUNCTION INVERSION: LEAST-SQUARES ESTIMATION OF WIND VECTOR 

7.4.1 Introduction 

The wind retrieval component of the geophysical processor performs a 

nonlinear, maximum likelihood estimation of the d' sea-surface wind speed and irec-

tion. The estimation process produces one wind solution for each sensor data 

group prepared for processing by the grouping component of the geophysical algorithm 

(see Subsection 7.1.2). For GDR processing, the cell-pairing mode used for 
grouping data generates one winds 1 t· f 0 u ion or every qualified orthogonal pair of 
o0 measurements (see Subsection 7 2) 

• • A nonlinear estimation technique is 
required because the dependence of the 

sea-surface 0° on the wind direction Y is 

7-20 

approximately given by cos 2(y-~), where~ 
~ ~ is the SASS antenna azimuth look 

angle (see Subsection 7.3.2). 

The cosine dependence results i·n multiple local probability maxima in 
wind-speed, wind-direction space. These multiple maxima give rise to the so-
called wind 

result from 

direction aliases th 1 . . , emu t1ply-amb1guous solutions that normally 
th e wind estimation process with SASS data. The typical wind solution 

resulting from processing a 0° pair has a fourfold ambiguity: it consists of 

four speed/direction pairs of which one such pair is the desired or "correct" 

wind vector solution and the other three pairs are extraneous and "incorrect." 

The four alias directions are usually quite different from each other and, 

normally, neither they nor any other product of the inversion mechanism offer any 

intrinsic clue as to which of the four is correct. (At least, such is the case 

for wind solutions derived from pairs of o0 measurements. The binning mode (see 

Subsection 7.1.2) for grouping measurement cells may yield some measure of 

alias-removal skill, however -- see Subsection 9.1.) On the other hand, since 

the four alias speeds typically fall within a few percent of each other, the 

speed component of the solution is relatively insensitive to the alias choice. 

This is why the ambiguity due to aliases refers essentially to wind direction and 

not to speed. Wind-solution ambiguities also occur in the three- and two-alias 

varieties, although not as frequently as the four-alias solutions. Solutions 

with two aliases have direction about 180° apart, and occur least often. 

7.4.2 Maximum Likelihood and Sum-of-Squares Functions 

The most general statistical description of the wind speed and direc

tion in terms of backscatter measurements is by means of the conditional proba

bility density P(U,yj{a 0n}) that the wind speed and direction have the values U 

and y (see Subsection 7.3.2), given the set {a0n} of n backscatter measurements. 

Using a Bayesian formalism (see [31] for details) and a set of assumptions (Sub

section 7.4.3), this density can be written as 

P(U,yj{o 0 } n 

[I, exp\-[0° i-,;)'/2o/L 
a },u far iol exp!-h-,;J'/2o/j 
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1 
tterometer) value of the backscatter 

where: (1) oo is the measured (by the sea 
i U) •s the NRCS derived from the assumed 

coefficient (NRCS); (2) fi = f(81i,Xi,Ei, 1. 
1 d with the SASSl G-H table given 

model function as represented by Eq. (7-2) coupe 

in Table 7-1; and (3) 6. is the standard 
1. 

deviation of the total random error on 

o 0
. for i=l,2, ... ,n. 
1. 

The f. term is the 
1. 

NRCS model function evaluated for the 

incidence angle, wind relative azimuth angle, 
and polarization type corresponding 

to the ith measurement, and the wind speed: 

{7-7) 

for 

Eq. 

• h ~ (see Subsection 7.3.2). The integration in 
the relative az1.mut Xi= Y - ~i 
(7-6) is over all U,y space; and 0°i' fi' and oi are all in logarithmic 

coordinates. 

Equation (7-6) can be written as 

exp[-½ Q (U, y, { 0° n})] 
(7-8) 

where 

Q(U,y,{o 0
}) 

n 
(7-9) 

i=l 

Q(U,y,{0°n}) is the weighted sum-of-squares over then observations in a data 

group. The model function f(e 1i,Y,~i,£i,U) is given by Eq. (7-7). Each term in 

the sum is weighted inversely by the variance 0 _2 of the error on 0 ° .. 
1. 1. 

Considering the density (7-8) to be a likelihood function, the maximum 

likelihood principle can be applied to obtain a solution U,y that maximizes 

P(U,yl{a
0

n}). This is equivalent to finding the solution U,y that minimizes the 

weighted sum-of-squares given in Eq. (7 9) h - • For every data group {o 0 } and t e 
n 

given model function f, the SASS w1.·nd vector solut1.·on by a is therefore obtained 
least-squares estimation process that f' 1.nds the speed U and direction y that 
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minimizes the Q functional. N ote that since n=2 for the 11 ce -pairing mode, GDR 
(primary swath) wind solutions are derived from a Q w1."th only two terms in the 
sum. 

·7 .4. 3 Assumptions for Least-Squares Estimator 

The validity of Eq. (7-8) as a likelihood function for U and y and 

therefore the validity of Qin E (7 9) q. - as the functional to minimize to obtain 
the correct wind speed and d" • d 1.rect1.on epends upon the following assumptions that 
have been made: 

(1) 

(2) 

(3) 

(4) 

(5) 

No~ priori information is available on either the wind speed or 

direction. 

The noise on any 0° measurement is uncorrelated with the noise 

on any other measurement. 

The total measurement noise on the NRCS has a normal distribu

tion in logarithmic coordinates; i.e., the noise is log-normally 

distributed [31). Thus, considered as a random variable, 

0°1.. ·_ f(8 1 ,y,8.,£.,U) in Eq. (7-9) (which is in logarithmic 
i 1. 1. 

units) is normally distributed with zero mean and variance o.2 . 
1. 

The actual sea-surface NRCS is given by the assumed model function 

(7-2) (together with the SASSl G-H table), so that there is no 

non-random model error. A random error in the model is assumed 

and accounted for by adding a constant rms component (.7 dB) due 

to this error source to the nominal computed measurement standard 

deviation to produce a total root-sum-square measurement-plus

model error standard deviation 6. (see Subsection 7.4.4) [38). 1. 

All backscatter measurements in a data group {o 0 
} are of the n 

same wind speed and direction. 

The extent to which these hypotheses are true is, to varying degrees, 

conjectural. In fact, it seems evident that their "degree of validity" is not 

constant in all cases over the course of the mission data span. The validity of 

assumption (5), for example, is dependent upon local weather gradients and the 

measurement (orthogonal) cell separation distances, both of which change throughout 

an orbit. Disagreement exists about whether assumption (3) is even valid at all: 
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by some to be normally distributed in antilo? 
the measurement error is considered -1:1. 

(It is agreed, however, that for con-
form (cf., Appendix D, Section 1 in (11)). 

11 0 . i e for NSD. (see next subsection) less 
ditions yielding a relatively sma i' • ·' i 

greater than 6-8 m/s, the normal and log-normal 
than, say, .5 and wind speeds 

. • 1 t for numerical purposes. It is only for 
distributions are essentially equiva en 

. d d d h' hr values of K (see Subsection 5.4.1.1) that the the lower win spee s an ig e p 
difference between the two distributions becomes significant. The log-normal 

distribution was assumed for the production of GDR wi nd s primarily because it led 

d · 1 algori'thm.) Adding a constant "random" error to a less complicate computationa 

to the formal computed error in the backscatter observation in an attempt to make 

the resulting variances O. 2 approximately reflect a data "noise" component due to 
i 

model uncertainty (assumption (4)) could be considered to be an engineering arti-

fice to more accurately describe the actual scatter in the data. These questions 

will not be pursued further here. 

7.4.4 o 0 Measurement Error and Sum-of-Squares Weighting Factors 

The weighting factors o. used in the penalty function (7-9) are the 
i 

expected standard deviations between the o0
• measurements and the measurement 
1 

values predicted by the model function, and are derived as the sum of a computed 

measurement error and a constant-level modeling error. The total o 0 measurement 

random error is computed by the sensor algorithms (see Subsection 5.4) as the 

root-sum-square of three error sources: communication noise, attitude pointing 

uncertainty, and instrument processing errors (see (3) for more details). When 

expressed in ratio (non-logarithmic) units, this total measurement error relative 

to the measurement itself is called the total normalized standard deviation (NSD 

see Table 8-3, channels 330-344). Thus, the NSD for the ith measurement can 

be expressed in ratio units as 

NSD. = o(o 0 
.)/ 0°. 

i i i 
(7-10) 

where o(ooi_) is the ratio-units standard 
deviation on the ith measurement, and 

0°. is the measurement also in ratio 't - . 
1 uni s • To convert to logarithmic (dB) units, 

we use the definition 

(oodB/1O) 
00 = 10 
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(7-11) 

and compute to first order 

NSD 

where o(o
0

dB) is th e desired measurement-error portion of the (dB-units) ith 
weighting factor in Eq (7 9) ~ Th f 2 -• - •" e inal weighting variances o are then 
computed as 

i 

where o 
m .7 dB is the assumed constant rms modeling error. 

7.4.5 Wind Solution Ambiguity Alias Phenomenon -- Why 

(7-12) 

(7-13) 

For incidence angles of about 20° and greater, the NRCS is anisotropic 

in the relative wind direction X, with the dominant dependence of o 0 given approx

imately by cos 2x as seen in Figure 7-1 (see Subsections 7.1.1 and 7.3). Heuris

tically, the same wind speed will therefore produce the same o 0 value for as many 

as four different radar-viewing directions for a given e1 and poiarization. This 

characteristic of the SASS signal inherently yields the multiply-ambiguous (up to 

fourfold ambiguity) "alias" solutions described in Subsection 7 .4 .1 in the o 0 -to

wind inversion process. 

Consider a constant o0 value resulting, say, from a single, noise-free 

~RCS measurement. The corresponding locus of points in wind speed-wind relative 

*Another form for the relationship is 

-c(o
0 

dB)/10] 
10 

This form, which agrees with Eq. (7-12) to first order in 0(0°dB), is used in the 
sensor algorithms (see Section 2 in [3]). 

7-25 



al 
"U 

0 
b 

0 
INCIDENCE A-NGLE=30 HORIZONTAL POL. SASSl 

t) t) t) 
b.. b.. b.. 

t) 
t) t) t) t) t) 

b.. t) t) t) 

A A b.. t) ~ t) D D t) 
b. b. b. b.. b.. 

h. b.. b. 
◊ ◊ I:,. b.. b. b.. ti.. b. b.. A A A A 

◊ A A A 
◊ A A 6. A A A 

◊ ◊ ◊ <> ◊ Cr a ◊ ◊ ◊ C ◊ ◊ ◊ C ◊ ◊ ◊ 
C 0 C C C 

0 C C 
C C 

0 0 C 0 C 0 
0 

0 
0 0 0 0 0 

0 0 0 
0 0 0 0 0 

0 

WIND SPEED U (m/s) 

0 5 
C 10 

-30 
◊ 15 

A 20 

-35 b. 25 

t) 30 

-40~&..LL~;U1111~~L11u1~1u11:d~1~11u1~n~•~11~l~11~1u11~r1u1Lillu.LULUJl.wlllJLWUILUJ.1JLilJl~Lilw.iJJ 
0 20 40 • • • "" """ """" ti 1111111111111 LIi 60 ao l oo 120 140 160 180 

X(WIND RELATIVE DIRECTION), deg 

Figure 7-1. The Variation of oo . . 
for a R With Wind Relative 

ange of Wind Seed o 
from the SASSl G H p sat 81 = 30 

- Model Table) 

7-26 

Azimuth (x) 
(Derived 

direction (U-x) space describes a curve that is approximately sinusoidal [38), 
and, like the 0°-versus-x dependence, has four extrema over the range 0° :S x < 360°. 
This can be partially deduced by t· h no ing tat for the assumed model function (7-2): 

(1) for fixed 81, £, and cro, the U-x dependence yields 

for H 

au 
ax - -

ac att -;- + logU
oX ax 
loge(H/U) 

= H(x) f O, and (2) for fixed 8
1

, £, and U, the cr0 -x dependence yields 

(7-14) 

ao0 
ac + aH 

ax - logU¾ (7-15) 
ax 

Since the expressions in (7-14) and (7-15) vanish for the same value of X, both 

the U-x relationship and the 0°-x relationship have extrema at the same points: 

X = oo 
' 

90°, 180°, and 270°. 

For the case of two nearly orthogonal (GDR cell pairing mode) noise-

free measurements of the same wind at a given site; i.e., X2 - Xl + 900' where 

is the wind direction relative to the forward (control) beam and X2 is for the 

aft beam, the wind "solution" can occur only at the intersections of the two 

curves in u-x space corresponding to the individual measurements. As seen in 

Figure 7-2, this can result in various solution configurations depending on how 

the two curves intersect. The number of solution intersections ranges from one 

to four depending on the value of x1 and the measurement value 0° 2 relative to 

X1 

o0 
1

. In the figure, the solid intersection dot corresponds to the "true" correct 

solution and the open circles denote the extraneous alias solutions. These 

multiple solutions yield nearly the same wind speed, but widely varying directions. 

The top example in Figure 7-2 depicts an "upwind" condition (i.e., control antenna 

pointing into the wind): the alias at x = 0° is the correct solution, while the 

two extraneous aliases are a few degrees apart and located with approximate 

symmetry about X = 180°. The middle example indicates the configuration where 

the wind direction approximately splits the two orthogonal beam patterns: the 

correct solution and the three remaining aliases are (roughly) mutually perpen

dicular. Examples of these multi-solution wind vectors and a technique for 

selecting the correct alias are given in (40). 
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The situation becomes significantly more abstruse in the presence of 
realistic measurement noise. I h' 

n tis case, the possible solutions fall within 

regions th at spread over neighboring areas of the intersections. Additionally, 

if there are more than two measurements in a data group (cell binning mode), the 

complications increase since many such areas become possible. Solutions yielding 

more than four aliases occurred rarely during GDR processing and were thrown out 

(i.e., not included in the output geophysical records) as unfit -- see following 
subsection. 

7. 4. 6 Least-Squares Wind Estimation 

Since the model function relationship is nonlinear in wind direction, 

the inversion algorithm finds the local maxima of P(U,yj{cr 0 }) (see Subsection 
n 

7.4.2) for a given data group {o 0 } with a two-stage process. In the first stage 
n 

the algorithm does a global coarse search in 5°-direction steps to isolate the 

(multiple) candidate solutions in U-y space to within the search-step interval. 

This is followed by the second processing stage which refines the approximate 

solutions to yield the (up to four) alias solutions to within 1° in wind direc-

tion. A wind solution cannot be found in general with only a single-step least-

squares search because the aliasing phenomenon implies that the Q functional 

(7-9) has more than one local minimum over the global range of y. 

In order to locate the approximate local minima of Qin U-y space 

for a given group {o 0 }, the algorithm computes Q for each of the wind directions 
n 

yk' k 1,2, ... ,72, ranging from 0° to 355° in 5° steps. For the kth wind direc-

• du • f d ht • • • s Q Because the model function is linear tion, a spee k is oun ta minimize . 

in terms of cr0 (dB) and log U, the wind speed Uk is given simply by 

where 

. t H(8Ii'xik'ci) [a/ - G(8I/xik'ci)J/o/ 

i=l 
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0-18) 

with 

0-19) 

d b ubstituting y and log Uk into Eq. (7-9) The minimum Qk value is then foun Y s k 

for k = 1, 2, ... , 72. 

cos 2x dependence, Q has several local Because of the model function 

f 2 These minima are found to minima for a given data set {0°n} -- even or n = • 

the nearest 5° coarse-direction step by comparing Qk to Qk-1 and Qk+l: if Qk is 

h there is a local least-squares minimum nearby less than either·adjacent Q, ten 

b f h local mi.nima varies from two to four, and the point (Uk,yk). The num er o t ese 

in rare cases is greater than four. A data set {0°n} yielding more than four 

minima (aliases) is rejected from further processing -- and not entered into the 

GDR data records. This procedure of comparing adjacent Qk's provides a set of 

approximate candidate solution wind vector aliases. 

The location of each approximate minimum resulting from this coarse 

search process is then determined more precisely by a six-point fitting procedure 

using a second-order, two-dimensional polynomial approximation of the Q function 

in the neighborhood of the candidate minimum point. This interpolation polynomial 

also yields information about the shape of the Q function in the neighborhood of 

the minimum. In particular, along with each refined solution (minimum) (U,y), 

formal standard deviations -- assuming the hypotheses listed in Subsection 7.4.3 

-- on both U and y are computed (see channels 1801-2200 and 2601-3000 in Table 

8-1), as are the "relative probabilities" for the minimum (see [ 36] and channels 

3001-3400), from the approximating polynomial. 

For a given data group {aon} and for a given approximate solution 

(Ua,ya) resulting from a first-stage coarse search, an interpolation polynomial~ 

generated that passes through the set of six points {(U )} S = 1,2, ... ,6, 
where s, y s ' 
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(U 'y ) a a 

(U ,y Hy) a a 
(7-20) 

(U ±tiU,y) 
a a 

(U +tiU,y +tiy) 
a a 

for small given increments tiU and tiy in U and y. 

of the form 
There results a polynomial Q 

p 

(7-21) 

where 

u = (U-U )/tiU 
a 

V = (y-y )/tiy 
a 

(7-22) 

and where the coefficients a 1 are computed as functions of QB= Q(UB,YB, {0°n}), 

B = 1,2, ... ,6 [36). The values QB are computed using Eqs. (7-7) and (7-9). 

The various minima of Q(U,y,{0° }) for a given data group {0° } are n n 
assumed to be isolated from each other. Thus, a region R about each approximate 

minimum solution point (U y) is assumed to exist such that within R, the fit 
a' a 

Q (U,y,{ 0 ° }) is a good approximation to the function Q(U,y,{0°n}), and further-
p n h . . . 

more that Q evaluated on the boundary of R is much greater tan its minimum 

value locat~d near the center of R. Using these assumptions, Wentz [36] defines 

(u'y) i·n terms of a mean U and -y computed by an integration the minimum solution 

f h Probabi ·1i·ty density function over R (cf., Eq. 7-8): o t e approximating 
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0-23) 

and similarly for y. With a similar integration, Wentz computes the expected 

variances on these wind speed and direction solutions (see Subsection 9.11). 

With the assumption that Qp(U,y,{a 0 n}) is much greater outside the 

region R than at its minimum value, Wentz increases the region R of integration 

to extend over all of the U-y space without introducing significant error in the 

integrals. The integrals yielding the refined solution (U, y) that minimizes 

Q(U,y,{a 0 }), as well as the formal standard deviation on U and Y, can then be 
n 

solved explicitly -- and easily -- as simple algebraic expressions involving only 

Ua, ya, tiU, tiy, and the known coefficients ai in Eq. (7-21). See (36] for further 

details on this scheme, its derivation, and on the resulting processing. 

Each member of the set of (four or fewer) approximate alias solutions 

{(Ua,ya)} generated during the first-stage coarse-search procedure for a given 

or th0 gonal data pair {0°1,0° 2 } is further refined with this polynomial fit/ 

integration scheme. The result is the final set of four or fewer alias solutions 

{(U,y)} that constitutes the GDR multiple w1.'nd vector solution corresponding to 

the primary swath observation pair {0 °
1

, 0 °
2

}. 

As discussed in Subsection 7 1 1 th d 1 f · • , e mo e unction does not depend 
on wind direction for nadir-swath measurements. In this case, a single wind 

The nadir wind speed is calculated speed and no wind direction is calculated. 

simply from Eqs. (7-16) _ (7 19) - using an arbitrary wind direction y = y of 0° • 
n for GDR nadir solutions can be 1 2 k 

' ' or more (see Subsection 7 .1. 2. 4). 

A functional flow diagram of this least-squares wind inversion com-
ponent of the SASS geophysical processor 

is given in Figure 7-3. 
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SECTION 8 

GDR CONTENTS, FORMATS, READING AND UNPACKING 

8.1 INTRODUCTION TO THE GDR 

The Geophysical Data Record tapes contain one or more files of Seasat 

sensor data that has been processed through sensor and/or geophysical algorithms. 

A GDR tape consists of geophysical and (possibly) sensor records as well as 

descriptive text records for one of the satellite's sensors. Each file on a GDR 

contains one or more text records followed by a sequence of integer-valued data 

records. The scatterometer type I GDRs (see Subsection 1.6) are the fundamental 

single-file tapes containing all records generated during the ADF processing of 

a quarter-day of SASS data. The data record types contained on these SASS GDRs 

are (1) basic sensor (SASB), (2) supplemental sensor (SASS), (3) basic geophysi

cal (SAGB), and (4) supplemental geophysical (SAGS). Type II and type III SASS 

GDRs are derived from type I's by deleting certain record types: along with text 

records a type II contains SAGB and SAGS records for one day of data in four 

files, and a type III consists of eight files of text and SAGB records covering 

two days of data. 

GDR records, text or data, consist of a sequence of 8-bit bytes, and 

are constrained to an 8O64-byte maximum size. (The only SASS data record to 

approach this size is the basic geophysical.) Text records for all sensors 

except the altimeter are written solely with ASCII characters. (Either EBCDIC 

characters or ASCII characters may be used for text records on altimeter GDRs.) 

The data records are written in a "packed" binary form, and therefore must be 

"unpacked" (i.e., scaling factors and offsets removed) before their contents can 

be used as meaningful geophysical data. All items in GDR data records are 

represented as unsigned integers: the high-order bit is not a sign indicator, 

and therefore may contain a significant data bit. 

8.2 GDR RECORDS 

8.2.1 Text Records 

GDR text records appear in five basic types, with each type containing 

• • • • f ti'on (see Fioure 8-1 for the typical SASS GDR text record certain minimum in orma o 

ordering scheme): 
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THESE RECORD 
BLOCKS MAY BE 
IN ANY ORDER* 

~ 

HEADER 

ALGORITHM ID 

CONTROL IMAGES 

CONSTANTS 

RECORD MAP 

• 
• 
• 

DATA RECORDS + 

END OF FILE MARK 

ANOTHER FILE 
SIMILAR 

TO ONE ABOVE 

END OF FILE MARK 

ANOTHER FILE 
SIMILAR 

TO ONE ABOVE 

END OF FILE MARK 

ANOTHER FILE 
SIMILAR 

TO ONE ABOVE 

END OF FILE MARK 

FOUR 

MORE 

FILES 

AS ABOVE 

-

-

-

' 

TEXT RECORDS 

I 

' 

TYPE I SASS GDR 
--TAPE ENDS HERE 

--TYPE II ENDS HERE 

--TYPE 111 ENDS HERE 
* MULTIPLE TEXT RECORDS RESULTING FROM THREE SASS ADF PROCESSING STAGES MAY 

BE INTERLEAVED TO A DEGREE. HOWEVER, MULTIPLE RECORDS OF THE SAME TYPE 
(e.g., CONSTANTS) RESULTING FROM A SINGLE PROCESSING STAGE WILL BE CONTIGUOUS 
ON THE TAPE. 

+ DATA RECORDS CONSIST OF INTERLEAVED SENSOR AND GEOPHYSICAL RECORDS IF 
SASS GDR IS TYPE I. FOR TYPES II AND Ill THESE RECORDS ARE GEOPHYSICAL ONLY. 

Figure 8-1. SASS GDR File(s) Text/Data Record Structure 
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(1) 

(2) 

(3) 

(4) 

Header Record. Contains overall GDR software-version 

identification inforn.~:tion as well as the time and date that 

the file (containing this record) was produced. There is only 

one header record on a GDR file, and it is the first record on 
the file. 

Algorithm ID Record. Contains software pedigree information 

that identifies the version of all algorithms/subroutines used 

in producing the sensor and geophysical records on the file . 

At least two ID records are generated by each stage of a sensor's 

ADF processing. A scatterometer GDR file contains 10 such 

records that include not only those emanating from the SASS 

sensor, attenuation/TOIL, and geophysical stages, but also those 

resulting from upstream SMMR processing that generates the TB 

GDR files that are input to the SASS second stage (see Figure 

4-4). (For the ALT geophysical file, the ID records also 

identify the reference orbit used, the geoid model, and the 

subroutine identifications for SMMR software used to calculate 

altimeter atmospheric corrections.) 

Control Images Record. Contains all processor control card 

(option settings, etc.) images used to produce the file. A SASS 

GDR file usually accumulates six of these recor<ls as a result of 

the multiple-stage processing. 

Constants Record. Contains text (i.e., character, not computer 

number, form) values of all constants· and tables used in the 

processing to genera e e . t th f1·1e The total set of constants 

used in each processing stage is grouped together in one such 

record, or in several consecutive records (due to the maximum 

record size cons • trai·nt) if there are a large number of constants. 

The constants for SASS sensor processing, which requires 

numerous large tables of numbers such as relative antenna gains 

t S ensitivity partial derivatives, are conand various parame er 

tants records. SASS geophysical tained in 55 contiguous cons 

• 2736 G H table wind-to-a 0 model constants, including the -entry -

function, are contained in 28 records. Each SASS file also 
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(5) 

t nts records derived from upstream TB 
contains 6 SMMR cons a 

The general format description of these constants 
processing. 

· Subsection 8.3.6.2. records is given in 

Contains the definitive descriptions of the Record Map Record·. 

format and contents of the GDR sensor and geophysical records. 

d descri .be the offsets and scaling factors that are These recor s 

f Unpacki·ng the data and give a brief definition of necessary or 

each item that appears in the GDR data records. One of these 

descriptive records exists for each type of sensor/geophysical 

data record: there are thus four such records on a SASS file 

describing respectively the SASB, SASS, SAGB, and SAGS records. 

These SASS record map contents are reproduced almost exactly in 

Tables 8-1, 8-2, 8-3, and 8-4. The general format description 

of these record map records appears in Subsection 8.3.6.3. 

This information represents the minimum that is always present on 

these text records; they may contain additional descriptive information not 

listed here. As noted, records pertaining to upstream SMMR processing are also 

included in the SASS GDR files. The typical text/data record structure of SASS 

type I, II, and III GDRs is given in Figure 8-1. 

8.2.2 SASS Data Records 

8.2.2.1 Sensor Records. A SASS GDR basic sensor record contains the results 

of processing one frame of scatterometer telemetry data with the o 0 sensor algo

rithms (see Subsection 5.6.1.2.1). As such, this record contains the final com

puted -- and atmosphere attenuation corrected __ backscatter coefficients and all 

significant supporting parameters for the 15 Doppler channel measurements. The 

byte-by-byte contents of the SASS basic sensor record are given in Table 8-3. 

A SASS GDR supplemental sensor record contains the results of process-

ing a four-frame scatterometer calibrati·on dat 4 S 1 a sequence (see Subsections • • 
and 5.6.1.2.2) by the sensor calibration algorithms (see Subsection 5.6.2). This 
record contains the gain calibration and 

ancillary parameters used to compute 
antenna gains for the 124-frame block of 

SASS 0° data following the calibration 
sequence; its byte-level contents are · 

given in Tab~e 8-4. 
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8.2.2.2 Basic Geophysical Record. - A SASS GDR basic geophysical record contains 
the end product ocean-surface wind vector solutions derived from processing o 0 

data with the geophysical algori'thms. E h ac record contains 100 wind solutions 
the four alias directions and associ·ated speeds arising from the wind extraction 
process is considered to be one soluti·on __ a,~d ., supporting parameters. For most 
~sers of scatterometer GDRs, this record ·1 wi 1 probably be the only one read and 
unpacked; its contents are given in Table 8-1. 

Since the pairing mode for grouping o 0 data was used by the geophysical 

algorithms in the wind retrieval process (see Subsection 7.1.2.1), each solution 

results from processing an orthogonal pair (i.e., one from a forward beam and one 

from an aft beam) of 0° measurements. The wind solutions are ordered within a 

record, as well as between records, as chcy are generated by the geophysical 

algorithms; this order in turn is due to the o 0 -pair order established by the 

cell pairing mechanism described in Subsection 7.2. This "moving window" cell 

pairing method delineates candidate measurement pairs and further prepares them 

for wind-extraction processing in an order that is somewhat random in space and 

time locally within the boundaries of the window. As this pairing window "moves" 

along the SASS swath in the direction of spacecraft motion, the time-tags and 

locations of the resulting paired o 0 measurements move globally along with the 

window in an average sense, paralleling the window center to within a few minutes 

and degrees (location). The result is that time-tags and locations of successive 

wind solutions within a geophysical record, as well as those crossing record 

boundaries, tend to jump around erratically within the time/space domain of the 

pairing window. However, the gradual record-by-·record trend is solution time-tags 

that increase chronologically and locations that follow the SASS swath. 

8.2.2.3 Supplemental Geophysical Record. As already noted, SASS o 0 data is 

organized in a time/space domain on GDR basic sensor records in a manner quite 

different from that required for geophysical processing. The former is struc

tured as the data is received from the spacecraft (i.e., a record contains 15 o 0 

measurements derived from, and distributed along, one antenna illumination pattern 

extending hundreds of kilometers over the Earth's surface), and the latter requir, 

a pair of nearly-coincident o 0 measurements taken from two antennas at two dif

ferent times. The mapping between these two sensor data grouping schemes is pro

vided by the cell pairing front-end stage of geop~ysical processing. If a SASS 
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described above, the restructured file 
GDR tape contained only the reco rd types 

omplex component of the sensor data that results from cell pairing -- th e moSt c 
retrieval computations -- would be unavailable manipulations that precede wind 

for use beyond GDR processing. Therefore this file is present on SASS GDRs in 

the form of supplemental geophysical records that provide the paired sensor data 

in parallel with the corresponding wind solutions contained in the basic geo

physical records. 

A supplemental geophysical record contains sensor data parameter pairs 

from the forward and aft beam for each of the 100 solutions in the corresponding 

SAGB record. The SAGS record contains all paired sensor data used in the wind 

inversion process (i.e., cr0
, incidence and azimuth angles of the measurement 

cells, and polarization types), as well as several other parameters (location, 

time-tag, etc.) associated with each of the paired backscatter measurements. 

Sensor and geop~ysical data for particular wind solutions may be easily extracted 

from the two matched records as the data contained within them is ordered in a 

straightforward one-to-one correspondence. The mated SAGB and SAGS records occur 

back-to-back on (type I and type II) SASS GDR files, with the SAGS always follow

ing the SAGB. 

The envisioned users of the SAGS record contents fall into two main 

categories. (1) cr
0 -to-wind model function investigators can perform further data 

inversion studies with the SASS data (in the pairing mode) without having to first 

develop complicated cell grouping software. (2) Particular wind solutions that 

appear to be "outliers," pathological, or otherwise in need of further scruttny, 

can easily be traced back to their two cr0 measurement progenitors for a more 

detailed sensor-level investigation. Both of these processes would be intract

able on any significant scale without the SAGS record. 

8.2.2.4 Data Record Ordering. Sensor data records on a type I SASS GDR file 

are ordered chronologically according to data f . . 
rame time-tags as they appear 1n 

the telemetry stream; time-tags for consecuti·ve 891 s 
SASB records increase by 1. 

for nominal frame sequences (see Sb . u section 4 • 5) . One supplemental sensor cali

group of 124 SASB records: calibra-
bration record occurs nominally after every 

tion records therefore occupy only 
a small part of a GDR's sensor data volume. 

The paired basic and supplemental 
SASS geophysical records are interspersed among 

the sensor records on a given GDR tape 
in a somewhat random, yet approximately 
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chronological, order with the ti'me t f - ags o the 100 wind solutions contained in a 
geophysical record roughly paralleling (within 

a few minutes) the time-tags of 
neighboring -- st rictly chronologically ordered -- sensor records.* No sensor 
records can occur between a SAGB/S 

AGS record pair on a type I GDR. 

A typical type I SASS GDR contains roughly 25 sensor records for every 
geophysical record pair (see s b · 1 7 

u section • for data volumes). The geophysical 

data reco rd s remaining on the type II (geophysical pairs) and type III (SAGB only) 
SASS GDR files occur in the d same or er as they do (ignoring sensor records) on 
the original type I GDRs. 

8.3 READING AND UNPACKING A SASS GDR 

8.3.1 Record Sizes 

General format descriptions of GDR records are given in Subsections 

8.3.2 (text) and 8.3.3 (data). The four SASS data record types have the follow

ing (fixed) lengths in terms of numbers of 8-bit bytes: (1) Basic Geophysical 

8028 bytes, (2) Supplemental Geophysical 3834 bytes, (3) Basic Sensor= 1656 

bytes, and (4) Supplemental Sensor= 936 bytes. These record sizes include 4, 

10, 5, and 12 zero-filled pad bytes, respectively, at the end of each record 

type. These pad bytes yield record sizes that are multiples of 18 bytes, an ADF 

requirement that is an attempt to minimize GDR tape-read problems due to computer 

word length variations at different installations. 

* A SAGB/SAGS record pair is written out onto an 
geophysical algorithms whenever their inter~al 
filled. This is preceded on the GDR tape ~ile 
the a 0 data frames processed up to that point. 
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8.3.2 GDR Text Record Format 

EIGHT TYPES OF GDR TEXT RECORDS ARE DEFINED, ALL 
OF WHICH SHARE THE SAME BASIC FORMAT: 
BYTE CONTENTS 

1 RECORD TYPE 
0 = HEADER (HD) 
1 = ALGORITHM ID (ID) 
2 = CONTROL IMAGES (CI) 
3 = USER CONSTANTS (UC) 
4 = BASIC SENSOR RECORD MAP (SBRM) 
5 = SUPPL. SENSOR RECORD MAP (SSRM) 
6 = BASIC GEOPHYSICAL RECORD MAP (GBRM) 
7 = SUPPL. GEOPHYSICAL RECORD MAP (GSRM) 

2 DATA TYPE 
1 = ALT, OR RECORD TYPE IS 0, 1, OR 2 
2 SASS 
3 = SMMR 
4 = VIRR 

3-4 RECORD SEQUENCE NUMBER 
5-6 NUMBER OF TEXT IMAGES TO FOLLOW IN THIS RECORD (MAXIMUM 111) 
7-8 CHARACTER SET (O=ASCII, l=EBCDIC) 

9-72 SPARE (ZEROES) • 
(BYTES 1-72 ARE BINARY) 

73-N 72-CHARACTER ASCII (EBCDIC) TEXT IMAGES 
HEADER RECORD: 

TAPE ID, PROJECT AND SPACECRAFT ID, SYSTEM SOFTWARE 
VERSION DATE/TIME, DATE/TIME OF TAPE PRODUCTION 

ALGORITHM ID RECORD: 
LIST OF ELEMENT NAME, DATE, TIME FOR EACH ELEMENT 
USED TO CREATE SOFTWARE WHICH PRODUCED THIS TAPE. 

CONTROL IMAGE RECORD: 
IMAGES OF CONTROL STATEMENTS USED TO CREATE THIS 
TAPE, INCLUDING SENSORS REQUESTED, TIME INTERVALS 
REQUESTED, AND RECORD TYPES REQUESTED. 

USER CONSTANTS RECORD: 
COPY OF IMAGES FROM FILE(S) USED TO INITIALIZE 
USER PROCESSING CONSTANTS, TABLES, ETC. 

RECORD MAPS: 

TEXT DESCRIPTION OF CORRESPONDING DATA RECORD INCLUDING 
DEFINITION AND UNITS OF EACH DATA CHANNEL. , 

IN GENERAL, A GDR-FORMATTED TAPE WILL CONTAIN ONE HEADER RECORD 
AT THE BEGINNING, FOLLOWED BY ONE OR MORE OF EACH OF THE OTHER 
TYPES OF TEXT RECORDS. EXCEPT FOR THE HEADER RECORD THE ORDER OF 
THE OTHER RECORDS IS UNDEFINED. ' 
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A PHYSICAL (TEXT) RECORD IS COMPOSED OF 2 TO 112 
"LOGICAL RECORDS" OF 72 BYTES EACH AS FOLLOWS: 

FIRST LOGICAL RECORD: BINARY CONTROL INFORMATION. 
THIS IS REFERRED TO AS THE RECORD HEADER (NOT TO BE 
CONFUSED WITH HEADER RECORD). BYTES 1-8 ARE AS DESCRIBED 
ABOVE; BYTES 9-72 ARE FILL. INCLUDES IMAGE COUNT 
(BYTES 5-6) SPECIFYING HOW MANY LOGICAL RECORDS FOLLOW 
THIS ONE IN THIS PHYSICAL RECORD. 

LOGICAL RECORD 2 - IMAGE NUMBER 1 - 72 TEXT BYTES. 
LOGICAL RECORD 3 - IMAGE NUMBER 2 - 72 TEXT BYTES. 

LOGICAL RECORD N+l - IMAGE NUMBER N - 72 TEXT BYTES, 
N = IMAGE COUNT AS IN RECORD HEADER. 
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8.3.3 GDR Data Record Format 

OROS ARE DEFINED, FOUR TYPES OF GDR DATA REC FORMAT· 
OF WHICH SHARE THE SAME BASIC • 

ALL 

BYTE CONTENTS 

1 RECORD TYPE 
8 = BASIC SENSOR (SB) 
9 = SUPPL. SENSOR (SS) 

10 = BASIC GEOPHYSICAL (GB) 
ll =SUPPL.GEOPHYSICAL (GS) 

2 DATA TYPE 

3-4 
5-8 

9-12 
13-14 
15-16 
17-18 
19-20 
21-22 
23-24 
25---

1 = ALT 
2 = SASS 
3 = SMMR 
4 = VIRR 

RECORD SEQUENCE NUMBER 
TIME TAG 1, SECONDS (NOTE 1) 
TIME TAG 2 (NOTE 1) 
NUMBER OF FOUR-BYTE LOCATION DATA CHANNELS 
NUMBER OF FOUR-BYTE SCIENCE DATA CHANNELS 
NUMBER OF TWO-BYTE LOCATION DATA CHANNELS 
NUMBER OF TWO-BYTE SCIENCE DATA CHANNELS 
NUMBER OF ONE-BYTE CHANNELS 
SPECIAL (NOTE 2) 
Nl FOUR-BYTE LOCATION DATA CHANNELS 
N2 FOUR-BYTE SCIENCE DATA CHANNELS 
N3 TWO-BYTE LOCATION DATA CHANNELS 
N4 TWO-BYTE SCIENCE DATA CHANNELS 
NS ONE-BYTE CHANNELS 
PAD (ZEROES) TO MULTIPLE OF 18 BYTES TOTAL. 

(Nl) 
(N2) 
(N3) 
(N4) 
(NS) 

ALL ENTRIES IN DATA RECORDS ARE UNSIGNED BINARY INTEGERS. RECORDS 
MAY BE INTERMIXED IN RANDOM ORDER, EXCEPT THAT RECORDS OF A GIVEN 
RECORD TYPE AND DATA TYPE WILL BE IN CHRONOLOGICAL ORDER. 
TOTAL LENGTH IS 24 + 4*(Nl+N2) + 2*(N3+N4) +NS+ PAD. 
MAXIMUM LENGTH IS 8064 BYTES. 

NOTE 1: FOR RECORDS CONTAINING A SINGLE TIME POINT WHERE HIGH 
RESOLUTION TIMING IS IMPORTANT, TIME TAG WORD 2 WILL CONTAIN THE 
FRACTIONAL SECONDS OF THE TIME TAG IN MICROSECONDS. OTHERWISE, 
TIME TAG 2 WILL CONTAIN THE LATEST TIME IN THE RECORD, IN SECONDS, 
AND TIME TAG 1, THE EARLIEST. INDIVIDUAL TIME TAGS MAY BE 
CONTAINED IN THE 4-BYTE LOCATION CHANNELS IN THIS CASE. TIME IS REFERENCED TO 
BEGINNING OF THE YEAR 1978. 

NOTE 2: FOR SMMR BRIGHTNESS TEMPERATURE RECORDS (RECORD TYPE 8, 
DATA TYPE 3) BYTES 23-24 WILL CONTAIN ZERO FOR THE GRIDS 1-3 DATA, 
AND ONE FOR THE GRID 4 DATA. THIS FIELD WILL BE REFERRED TO AS 
THE RECORD SUB-TYPE (SMMR ONLY). A SUBTYPE-1 RECORD ALWAYS 
IMMEDIATELY FOLLOWS A SUBTYPE-0 RECORD. FOR THE ALTIMETER 
RECORDS (TYPES 8-11, DATA TYPE 1) AND SASS GEOPHYSICAL RECORDS 
(RECORD TYPES 10-11, DATA TYPE 2), BYTES 23-24 WILL CONTAIN A COUNT 
OF THE NUMBER OF DATA POINTS CONTAINED IN THE RECORD (MAX 100). 
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A PHYSICAL RECORD IS NOT DIVIDED INTO LOGICAL RECORDS, 
BUT DOES HAVE SEVERAL PARTS, AS FOLLOWS: 

RECORD HEADER: BYTES 1-24 CONTAIN CONTROL INFORMATION AS 
DEFINED ABOVE. 

FOUR-BYTE LOCATION DATA CHANNELS, BEGINNING AT BYTE 25. 
THERE ARE Nl OF THESE, OCCUPYING 4*Nl BYTES. Nl MAY BE 0. 

FOUR-BYTE SCIENCE DATA CHANNELS. 
N2 CHANNELS OCCUPYING 4*N2 BYTES. N2 MAY BE ZERO. 

TWO-BYTE LOCATION DATA CHANNELS. 
N3 CHANNELS OCCUPYING 2*N3 BYTES. N3 MAY BE ZERO. 

TWO-BYTE SCIENCE DATA CHANNELS. 
N4 CHANNELS OCCUPYING 2>~N4 BYTES. N4 MAY BE ZERO. 

ONE-BYTE STATUS CHANNELS. 
NS CHANNELS OCCUPYING NS BYTES. NS MAY BE ZERO. 

PAD BYTES AS NECESSARY TO MAKE RECORD A MULTIPLE 
OF 18 BYTES TOTAL. 

8-11 



8.3.4 Data Organization on the Records 

8.3.4.1 Basic Geophysical Record. 

and time-tagged wind vector solutions 

Each SAGB record contains 100 Earth-located 

derived from scatterometer data. Data is 

blocks . i e a record contains 
stored sequentially in parameter , • ·• 

followed by 100 latitude values (in the same order), followed by 

100 time-tags 

100 longitude 

values, etc., for a total of 38 parameters. Four bytes are required for each 

time-tag; the other 37 parameters are two-byte channels. Solutions are not 

ordered within a record in any apparent pattern in either space or time (see 

8 2 2 2) The l ast SAGB record on a GDR file will contain, in general, Subsection .... 

fewer than 100 solutions. In this case, unused portions of the record are filled 

with zeroes. 

8.3.4.2 Supplemental Geophysical Record. Each SAGS record contains the paired 

sensor data (a 0 s and supporting parameters) used to generate, and organized in 

the same manner as, the 100 wind solutions contained in the mated SAGB record. 

Thus, data is stored sequentially in paired 100-length parameter blocks; i.e., 

100 fore-beam (sensor) measurement time-tags are followed by 100 aft-beam time

tags, which are followed in turn by 100 fore-beam measurement (Doppler cell 

center) latitudes, etc. Nine parameters are included for each of the orthogonal 

beams. The~ item (1 ~ k ~ 100) in each parameter block corresponds to the 

Each SASS (supplemental) record contains data resulting from an 

instrument calibration sequence. Bl k oc s of length four within the record contain 
the values of a given parameter 1·n the d d · or er erived from the four consecutive 
calibration frames of the sequence. 

8.3.5 Unpacking Data Channels 

Data values are written on a GDR in a "packed" binary form. Associ

ated with each data channel is an offset number and a scale factor that must be 

used to obtain the parameter's actual value. These offsets and scales were used 

to transform the data values into unsigned positive integers when the GDR records 

were generated. For example, if a GEOCENTRIC LATITUDE (see Table 8-1) had a real 

value of -12.34 deg, it was first multiplied by the scale factor 100 and then 

biased positive by adding 9000, resulting in the packed value of 7766 being 

written as an integer on the SAGB record. To retrieve the real value, this 

process must be reversed by first subtracting the offset 9000 from the tape value 

and then multiplying by the scale .01. All channels in a given parameter block 

(e.g., the blocks of length 100 in the SAGB record) have the same packing offsets 

and scales. 

8.3.6 Record Contents -- General 

k
th 1 • • f d • h S B 1 - so ution items oun int e AG parameter bocks. All GDR text records have the same basic format as shown in Subsection 

8.3.4.3 Sensor Records. Each SASB record contains scatterometer a 0 measure-

ments and supporting parameters for the 15 Doppler channel resolution cells com

prising an antenna illumination pattern (i.e., one minor frame of sensor data). 

Data is stored sequentially in parameter blocks, except for some spacecraft orbit 

and attitude parameters at the beginning of the record, and a few other single

channel quality flag and spacecraft status indicators. Within the block portion 

of the record 15 cell-center latitudes are followed by 15 longitudes, etc.: the 

Doppler channel designations given in Figure 3_ 5 fork main-= 1,2, ... ,15 are 
tained here as the implied ordering within each block. Thus, the first 12 values 

in each ordered set correspond to the . ce primary swath Doppler cells in the sequen 
k = l(inner) ,2, ... ,12(outer) and the re • . d' 

' maining three values are for the na ir-
region cells ordered ask= 13,14,15(nadir). 
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8.3.2. In fact, the first four bytes of both text and data records contain 

identically formatted information that allows the determination of (1) record 

type (out of 12 possible), (2) sensor type* (value= 2 indicates scatterometer 

records), and (3) record sequence number (starts at 1 at the beginning of each 

SASS GDR file). 

8.3.6.1 Text Records. The first 72 eight-bit bytes (i.e., one "logical 

record") of any text record are integer values. Subsequent 72-byte logical 

records (representing 72 characters) contain the appropriate text images as 

*Early GDR designs were to have data from more than one sensor (perhaps all four) 
on a given GDR tape: such a format required a sensor discrimination key. 
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112 logical records (corresponding 
. 8 2 l· a maximum of 

d 'b d in Subsection • • ' therefore contained in a given text escri e d) is 
8064 bytes per recor 

to the maximum of et type for the text records. For 
·f the characters 

record. Bytes 7 and 8 speci Y . II (0). The format descriptions of 
s ecification is ASC 

scatterometer GDRs, th e P _
1 

from which the constants text records 
GDR-processing data initialization fies, . 8 2 1) follow. 

d (s ee Subsection • • 
d ap recor s are derived, and recor m 
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8.3.6.2 Data Initialization File (Contents of the Constants Records) 

THIS FILE CONTAINS RECORDS IN FORTRAN-READABLE CARD IMAGE 
FORMAT. EACH RECORD CORRESPONDS TO A LINE OF TEXT AND 
CONTAINS A VALUE TO BE USED TO INITIALIZE ONE OR MORE 
ELEMENTS OF COMMON BLOCK /XY..SAVE/, (WHERE XX IS THE 
SENSOR CODE), PLUS A REPEAT COUNT AND EXPLANATORY TEXT. 
THESE IMAGES ARE COPIED TO THE "USER CONSTANTS" TEXT 
RECORD (RECORD TYPE= 3) AT THE BEGINNING OF THE OUTPUT GDR. 

DOUBLE PRECISION ITEMS COME FIRST, FOLLOWED BY A MARKER 
IMAGE, THEN INTEGER ITEMS, FOLLOWED BY A MARKER IMAGE, THEN 
REAL ITEMS AND ANOTHER MARKER IMAGE. CONSTANTS PRECEDE 
VARIABLES IN EACH CLASS. THE RECORD FORMAT IS: 

* CHAR CONTENTS 

1-4 

5 
6-7 

INDEX TO DOUBLE, REAL OR INTEGER ARRAY ITEM(S) 
TO BE INITIALIZED BY THIS VALUE 
BLANK 
REPEAT 

-1 
00 
01 
NN 

COUNT: 
COMMENT LINE, IGNORE VALUE 
END MARKER 
SINGLE ITEM 
THIS VALUE INITIALIZES NEXT NN ELEMENTS 

8 BLANK 
9-20 VALUE TO BE USED TO INITIALIZE ITEM(S) 

FORMAT Dl2.0 FOR DOUBLE PRECISION ITEMS 
FORMAT 112 FOR INTEGERS 
FORMAT El2.0 OR Fl2.0 FOR REALS 

21 
22-72 

BLANK 
FREE TEXT, INCLUDING UNITS AND DEFINITION 

INTEGER VALUES MUST BE RIGHT JUSTIFIED; REAL VALUES NEED 
NOT BE JUSTIFIED, BUT MUST HAVE AN EXPLICIT DECIMAL POINT. 

* CHARACTER COLUMNS 
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8.3.6.3 GDR Record Map Record Format 
A RECORD MAP RECORD (SEE SUBSECTION 8.2.1) CONTAINS A SEQUENCE 
OF 72-CHARACTER TEXT LINE IMAGES, EACH OF WHICH DESCRIBES A 
DATA CHANNEL OR DATA CHANNEL BLOCK IN A GDR DATA RECORD. 
EACH MAP RECORD DESCRIBES A SINGLE SENSOR RECORD TYPE AND 
DATA TYPE. THE FIRST TWO CHARACTERS OF THE MAP NAME ARE 
THE SENSOR CODE (AL, SA, SM, OR VI), AND THE SECOND TWO ARE 
THE RECORD TYPE (SB, SS, GB, OR GS), FOR THE RECORD BEING DESCRIBED. 
THUS, THE BASIC GEOPHYSICAL RECORD MAP FOR THE SCATTEROMETER IS 
LABELED SAGB. EACH LINE IMAGE HAS THE FOLLOWING FOIU-1AT: 

* CHAR CONTENTS 

1-4 

5 
6 
7 

8-9 

10 
11-16 

17 
18-29 

30 
31-72 

SEQUENTIAL CHANNEL NUMBER 
(CHANNEL 0001 IS THE FIRST FOUR-BYTE LOCATION DATA CHANNEL, 
IF PRESENT; OTHERWISE, THE FIRST CHANNEL OF ANY LENGTH.) 

BLANK 
CHANNEL LENGTH (4, 2, OR 1) 
BLANK 
REPEAT COUNT INDICATING NUMBER OF SEQUENTIAL CHANNELS 
TO WHICH THIS LINE APPLIES. 
IF NEGATIVE (-1) THIS LINE IS A COMMENT. 
BLANK 
OFFSET TO BE SUBTRACTED FROM CHANNEL WHEN READING 
GDR. OFFSET IS EXPRESSED AS AN INTEGER IN 16 
FORMAT. NOTE: NADIR LATITUDE, A FOUR-BYTE CHANNEL, 
ALWAYS HAS OFFSET 90000000 (90 DEGREES EXPRESSED AS 
MICRODEGREES), BUT THE OFFSET IS STATED HERE AS 000000. 
BLANK 
UNITS OF LEAST SIGNIFICANT BIT, AS FOLLOWS: 

18-23 MULTIPLIER IN FORMAT F6.N OR E6.N 
24 BLANK 
25-29 UNITS FROM TABLE OF STANDARD ABBREVIATIONS BELOW 

BLANK 
A BRIEF DEFINITION OF THE CONTENT OF THE 
CHANNEL, IN FREE-FORM TEXT. ONLY CHARACTERS IN THE 
ANSI 1966 FORTRAN CHARACTER SET MAY BE USED. (THESE 
~RE LE:TERS A-Z, DIGITS 0-9, AND SPECIAL CHARACTERS 
- + - ~ I () , . $ AND BLANK.) 

FOR DEFINITIONS OF UNITS THE FO 
ABBREVIATIONS ARE USED: ' LLOWING STANDARD 

DB - DECIBELS 
DBW - DECIBELS RELATIVE TO ONE WATT 
DEG - DEGREES ANGULAR MEASURE 
~N - DATA NUMBER (RAW MEASUREMENT) 

- DEGREES KELVIN 
KM - KILOMETERS 

EACH CHARACTER (CHAR) COLUMN INTERV 
ITEM IN TABLES 8-1, 8-2 3_3 AND 

8
AL HERE CORRESPONDS TO A DIFFERENT HEADING 

' ' - 4 ' FOR WHICH THIS FOIU-iAT APPLIES. 

8-16 

KM2 
KM/S 
M 
M/S 
M/S2 
MB 
MG/CM2 
MM 
MM/H 
PCT 
SEC 

- SQUARE KILOMETERS 
- KILOMETERS PER SECOND 
- METERS 
- METERS PER SECOND 
- METERS PER SECOND PER SECOND 
- MILLIBARS 
- MILLIGRAMS PER SQUARE CENTIMETER 
- MILLIMETERS 
- MILLIMETERS PER HOUR 
- PERCENT (.01 RATIO) 
- SECONDS 

UDEG - MICRODEGREES ANGULAR MEASURE 
USEC - MICROSECONDS 
V - VOLTS 
W - WATTS 
1 - UNITLESS INTEGER, OR DISCRETE STATUS BITS 

EACH CHANNEL WILL BE EXPRESSED AS SOME POWER OF TEN 
TIMES ONE OF THE BASIC UNITS LISTED ABOVE, E.G.: 

.01 DEG - ONE HUNDREDTH OF A DEGREE (ANGLE) 
l.E-6 DEG - ONE MICRODEGREE (ANGLE) 

EXAMPLES: 

1 2 3 4 5 6 
123456789012345678901234567890123456789012345678901234567890123456 
0001 4 01 000000 l.E-6 DEG NADIR POINT LATITUDE 

2 4 1 0 1. E-6 DEG NADIR POINT LONGITUDE 

39 2 1 0 1.0 MM/H RAIN RATE 

THE INPUT AND OUTPUT ADF SCALING ROUTINES WILL APPLY THE 
OFFSETS AND MULTIPLIERS AS INDICATED, SO THAT THE 
CHANNEL VALUES WILL BE DELIVERED TO/RECEIVED FROM 
THE USER ROUTINES IN THE UNITS SPECIFIED IN COLUMNS 
25-29. ALL VALUES WILL BE AVAILABLE INTERNALLY TO ADF 
PROCESSING ALGORITHMS AS PROPERLY SIGNED, FLOATING-
POINT (REAL) VARIABLES, EXCEPT CHANNELS WITH UNITS "l" 
(STATUS BITS) WILL BE AVAILABLE AS INTEGERS. 
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For data records, the first 24 eight-bit bytes contain 
8.3.6.4 Data Records. 

. Bytes S through 8 contain the start 
f . d speci'fi·cation information. identi ying an 

d the nearest whole second past the begi·n-
record truncate to time of the current 

Bytes 9 through 12 contain the record end time truncated to 
ning of year 1978. 

d F a tterometer geophysical records, the first time 
the nearest whole secon. or sc 
is the time-tag of the earliest of the 100 solutions appearing in the record, and 

the second is the latest time-tag appearing in th e reco rd • Bytes 13 th rough 22 

contain the number of data channels within the record which have lengths of 4, 2, 

or 1 byte ( the only possibilities). Bytes 23-24 contain the number of data points 

in the current record. For SASS geophysical records, this number will be 100 

except for the last record (both SAGB and SAGS) on a GDR file, which will contain 

some number N ~ 100. 

Bytes 25 and on contain the actual data values, excluding the end

record pad bytes described in Subsection 8. 3. l. Multi-byte quantities are written 

with the high-order byte first on the tape, low-order byte lase. Some manufac

turers' equipment (e.g., DEC PDP-11) uses a different convention, requiring, for 

example, that the order of bytes be reversed by pairs. 

8.3.7 Basic Geophysical Record (SAGB) Contents 

The SASS basic geophysical record content description (map) is given 

in Table 8-1. Some additional aspects of the wind solutions and their supporting 

parameters as they are contained in these records should be noted before the data 

is put to use. 

(1) The derived wind speeds contained in the record are defined to 

be neutral-stability wind magnitudes at a 19.S-m reference 

height, and are denoted by U(l9) in the parameter descriptions 

(see Table 8-1, parameter channels 1001-1400). The neutral 

stability wind is defined as the wind speed that would result 

from a given friction velocity u* if the atmosphere were 

neutrally stratified with an adiabatic lapse rate. The magni
tude of the friction velocity, which is related to the ocean

wind stress b * r-7""" surface 

is also 

1000). 

' Y u = v, /p, where p is the air densitY, 

derived and included in the reco~d l 601-.. (!J.*, channe s 
The model d * 

Subsection 9. 4. 
use to compute u from u is given in 

19.S 
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(2) Due to the direction ambiguity effect that is inherent in the 

scatterometer data, each derived primary swath (non-nadir) wind 

solution typically consists of four multiply-defined "alias" 

wind directions and four corresponding wind speeds. Since these 

multiple solution directions tend to be distributed around the 

four quadrants and are each, on the average, equally likely to 

be the "correct" solution, there is generally no immediate 

criterion available for choosing one alias over another (i.e., 

"de-aliasing") using only the information provided by a SASS 

GDR. If an unambiguous wind vector solution is nonetheless 

required, the user must provide the means for performing the 

direction ambiguity removal for the current form of the GDR data. 

Each of the alias directions has a specific speed associated with 

it, and while the four speeds are usually within .5 m/s of each 

other, they sometimes differ by more than 1 m/s. The four u19 _5 
speeds are found in the record in the four groups U(19) FIRST 

SOLUTIONS FOR POINTS 1-100 (channels 1001-1100), U(l9) SECOND 

SOLUTIONS FOR POINTS 1-100, etc. (Note that the FIRST, SECOND, 

THIRD, and FOURTH SOLUTIONS in the record parameter descriptions 

refer to the different possible alias multiples of a given wind 

solution and not to four different wind solutions.) These u19 . 5 
arrays are ordered to correspond to the four alias directions 

found in the channel arrays WIND DIR 1ST SOLNS FOR POINTS 1-100, 

WIND DIR 2ND ... (2201-2600); i.e., the FIRST SOLUTIONS speeds 

go with the 1ST SOLN directions, etc. Four friction velocity 
* magnitude measurements u are also associated with the alias 

directions, and are similarly ordered in channels 601-1000. 

Some primary swath solutions (less than 10 percent) have only 

three or even two alias directions.t Three-alias solutions in 

the record are characterized by having their last channel 

tA rumor abounds that there exists a single-alias (no direction ambiguities) 
solution somewhere in the 15.9 million total. 
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(3) 

(4) 

(FOURTH SOLUTIONS) in the various four-solution groups (speeds, 

directions, etc.) set to zero, and two-alias solutions have 

their I!!!.@ and FOURTH alias components ooLh ~~~ ~v ~~ro. 

Nadir and non-nadir region solutions are intermingled within a 

record more or less randomly. Direction information cannot be 

determined for nadir region wind solutions which, therefore, do 

not require that 0 ° measurements be taken from orthogonal beams, 

A nadir solution is thus derived from the one, two, or more a• 

measurements from Doppler cells 14 and 15 (see Figure 3-5), and 

taken from one or more beams, that fall within a 1/2 deg square 

bin (see Subsection 7.1.2.4). (Doppler cell 13, which views the 

Earth with an incidence angle of about 8 deg and is used to 

monitor instrument stability, contains little wind sensitivity 

in its signal and therefore is not used in computing wind solu

tions.) Nadir speeds appear in the U(19) FIRST SOLUTIONS array 

(and surface stress in U* FIRST SOLUTIONS); the other three 

alias speed channels and all four alias direction channels are 

zero-filled as an unambiguous absence-of-direction-information 

flag. (Of course, nadir solutions are also characterized by 

incidence angles smaller than 15 deg.) 

The primary-swath solution time-tags, Earth locations (latitudes 

and longitudes), and incidence angles are somewhat arbitrarily 

defined as the midpoints of the times, locations, and incidence 

angles of the sensor data (o 0
) measurements pair that generated 

the wind solution. Th' b is means that a solution time-tag can e 

as little as a few seconds to as much as nearly two minutes 

removed from the actual ti·mes h e t at the two a O measurements wer 

taken, depe nding on the cross-track distance of the measurements 

from the subtrack. A solution location bisects the line joini~ 

the centers of the D oppler measurement cell pair, which can 
range from being coincid t . en to being separated bv up to 37 or 
50 km (see Subsection 7 1 2 1) d • • · , epending on whe u1er the data 
results from a one- or t·,1o-sided scatterometer mode. The maxi-
mum solution displacement from a • 

0° measurement region center 15 
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(5) 

(6) 

( 7) 

(8) 

(9) 

therefore on th d f . e or er o an integrated cell width. (Note that 

even if the two participating Doppler cells are coincident, they 

will cover somewhat different regions of the ocean since their 

orientations are roughly orthogonal.) 

Since a nadir region soluti·on i·s d • d f ( erive rom the one or more) 

CJ
0 

measurements that fall wi·thi·n E f an arth- ixed bin, its loca-

tion is defined as the geometric mean of the binned measurements. 

Similarly, nadir solution time-tags and incidence angles are 

derived by averaging over the sensor measurements in the bin. 

Wind directions are measured in degrees clockwise over the range 

0-360 deg in the meteorological "out-of" sense. Thus, O or 360 

means that the wind is out of the North and 90 means that the 

wind is out of the East. 

There is no preferential ordering implied by the four alias wind 

direction channels contained within a record: the WIND DIR 1ST ------
SOLNS are, on the average, just as likely to be closest to the 

"true" wind direction as are any of the other aliases. (They 

are also just as likely to be farthest from the true direction.) 

In fact, aliases are usually ordered among the four channels 

according to increasing angular direction magnitudes. 

The PAIR SEPARATION DISTANCE is the distance between Doppler 

cell centers for the two sensor measurements generating a wind 

solution. This parameter is undefined (zero-filled) for nadir 

solutions. 

The NUMBER OF BACKSCATTER MEASUREMENTS involved in generating a 

solution (channels 501-600) would contain more useful information 

had the binning mode been chosen for grouping all SASS sensor 

data for GDR production. Due to the cell pairing mode used, 

these channels are redundantly set to 2 for primary swath solu

tions, but do give the cr0 count for the nadir solution bins. 

The GEOCENTRIC LATITUDE (101-200) ~~ and the geodetic latitude 4 
of the solution locations are shown in Figure 8-2. The geodetic 

latitude~ of a point Pis the angle that the normal to the 
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. 'd forms with the equatorial plane. 
Earth reference ellipsoi 

Normally, map coordinates a re expressed in the geodetic system. 

·nd solution locations are desired, Thus, if high-resolution wi 
the record must be converted r0 these geocentric latitudes on 

• te conversion is given by geodetic. A good approxima 

$' + _192429 sin(2$') + .0003219 sin(4$') 

where$ and$' are in degrees. The conversion (8-1) is 

accurate to at least .01 deg throughout the range of 

~ (-90°, 90°) and the maximum difference between the two 

angles (at$' = ±45°) is .19 deg. 

I 
I 

I 

REFERENCE/ 
ELLIPSOID/ 

I 
I 

EQUATOR 

Figure 8-2. Geodetic and Geocentric Latitudes 
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(8-1) 

(10) 

(11) 

(12) 

(13) 

(14) 

Solution location LONGITUDES are measured East over the range 
0-360 deg. 

Wind solutions located several thousand kilometers apart will 

sometimes be found within the same record due to the appearance 

of a land mass in the SASS data swath. As a result, intermixing 

of solutions taken from different oceans can occur within a given 

record as well as over a number of consecutive records on a GDR. 

SIGMA(U*), SIGMA(Ul9), and SIGMA(DIR) are the formally computed 

1-sigma standard deviations on the wind solution components. 

These solution error levels are derived on the basis of several 

assumptions (see Subsection 9.11), and are realistic only to the 

extent that these assumptions are true. A prudent user of the 

data would probably employ these solution error measures pri

marily to discriminate relative, rather than to determine 

absolute, quality. 

The RELATIVE PROBABILITY OF SOLN .!_, etc. (3001-3400, should, for 

all practical purposes, be ignored. They are essentially useless 

as an aid in making the correct choice among the multiple-alias 

GDR solutions -- see Subsection 10.4. 

FORE and AFT BEAM MEASUREMENT ATTENUATION are the (two-way) 

atmospheric attenuation corrections to the 0° pairs computed by 

the SASS attenuation algorithms (see Section 6). These correc

tions, which account for that part of the total atmospheric 

h "l •II attenuation of the radar signal that exceeds t e c ear-air 

d d h SASS cr0 measurements before the attenuation, are ad e tote 

sensor data is inverted to obtain the wind solutions. Although 

• correcti'ons must be nonnegative, the signal total cr0 attenuation 

d ha d to C lear air can have values computed by loss beyon t t ue 

the attenuation algorithms as small as zero (see 

Subsection 6.3.5.2). 

Since the attenuation computations require SMMR TB data and the 

1 • ·ng instrument, such corrections SMMR was a right-side-on y v1ew1 

be Computed for the SASS measurements taken on the can only 
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* 

* 
b k Right-side SASS sensor data is, 

right side of the su trac. 

1 ays attenuated either: right-side wind solu
in fact, not a w 
tions derived from wholly unattenuated data or even from oo 

. h lf-corrected and half-uncorrected can result 
pairs that are a 
(see Subsection 9.5). To enable a user of the data to dete::mine 

h been done or not done with regard to unambiguously what as 

h . rections a number-magnitude flag scheme has been atmosp eric cor , 
• t d i·nto the attenuation channels (3401-3600) for incorpora e 
discriminating between the following situations (see Sub-

6 3 6) (a) attenuation corrections that are zero by section . . : 

default because they could not be computed due to an absence of 

SMMR data (left or right side), and (b) corrections that are 

computed as zero because of low-attenuation conditions reported 

by the SMMR. A floor value of .01 dB is the minimum computed 

attenuation that will be found in the attenuation channels. An 

identically zero value contained in an attenuation channel is a 

signal that no attenuation computation could be performed for 

the corresponding o 0 measurement. 

In addition, an upper-end flag value 99.99 dB is entered into 

these channels whenever the attenuation value computed by the 

attenuation processor gets too large. This occurs when the 

computed attenuation exceeds a certain threshold level beyond 

which the attenuation algorithms used are thought to break 

down and to begin yielding increasingly unreliable correction 

values. Details concerning the conditions under which this upper 

threshold is reached are given in Subsections 6.3.6 and 9.5. 

For nadir region solutions, these channels contain the correc

tions for the first two (if there is more than one) oo measure

ments involved in the nadir binning process. The measurement (s) 

reported may or may not be fore or aft beam data. 

The SMMR swath actually extended slightly 
to the left of nadir. 

8--24 

(15) FORE and AFT MSMT DATA QUALITY (NSD) contain the normalized 
st andard deviations of the o 0 measurement pairs corresponding 

to each wind solution. These NSDs are the RSS total 1-o errors 

on the sensor data due to the three primary sources of random 

error that are intrinsic to the scatterometer measuring process 

(see Subsection 5.4.1). These basic o0 measurement quality 

factors are computed by the sensor algorithms in the oo0 /o 0 

sense (see Subsection 7.4.4) and are in percent units over the 

range 0-100 on the record. Even though o 0 s occur in the SASB 

sensor records with computed NSDs greater than 100 percent, 

such values will not be found in these wind record channels 

because wind solutions are not generated from backscatter mea

surements having errors exceeding this cut-off value (see 

Subsection 9.8). 

These channels contain the NSDs for the first two 0° measure

ments involved in the binning process for nadir region solutions. 
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Table 8-1. 

le 4 
IOI 2 
201 2 
301 2 
401 2 

0 0 
501 2 

0 0 
601 2 
701 2 
801 2 
901 2 

1001 2 
1101 2 
1201 2 
1301 2 
1401 2 
1501 2 
1601 2 
1701 2 
1801 2 
1901 2 
2001 2 
2101 2 
2201 2 
2301 2 
2401 2 
2501 2 
2601 2 
2701 2 
2801 2 
2901 2 
3001 2 
3101 2 
3201 2 
3301 2 
3401 2 
3501 2 

0 0 
3601 2 
3701 2 
3801 2 

a 
. 1 (SAGB) Record Contents Map 

Scatterometer Basic Geophysica 

Parameter Deacr1pt1on 

SASS BASIC GEOPHYSICAL RECORD KAP CONTROL 
-1 

NOTE: ITEM l PRECEDED BY 24 BYTES CONTROL I NFOd 
-1 

-1 NOTE: 
EACH RECORD CONTAINS 100 DATA POINTS (WINO SOLUTIONS). 

-1 EACH POINT IS TAGGED WITH THE AVERAGE 
-1 TIME TAG, LATITUDE, LONGITUDE ANO 
-1 INCIDENCE ANGLE OF THE BACKSCATTER 
-1 MEASUREMENTS FROM WHICH IT WAS DERIVED. 
-1 IN ADDITION, EACH POINT CONTAINS FOUR ALIAS 
-1 SOLUTIONS FOR WINDS (BOTH U* AND U19). -1 BYTES 23-24 (ITEM 11 OF THE CONTROL INFO 
-1 IN THE RECORD HEADER) CONTAIN A COUNT OF -1 THE NUMBER OF POINTS ACTUALLY PRESENT IN -1 THE RECORD (NOMINALLY 100). -1 IF THIS IS LESS THAN 100, UNUSED POINTS -1 WILL CONTAIN ZEROES. IF FEWER THAN FOUR ALIAS -1 
-1 SOLUTIONS ARE DERIVED FOR A POINT, 

-1 UNUSED SOLUTION CHANNELS WILL CONTAIN ZEROES. 

100 0 1.0 SEC TIME TAGS FOR POINTS 1-1oof 
100 9000 .01 DEG GEOCENTRIC LATITUDES FOR POINTS 1-100 
100 0 .01 DEG LONGITUDES FOR POINTS 1-100 
100 0 .01 DEG INCIDENCE ANGLES FOR POINTS 1-100 
100 0 1.0 KH PAIR SEPARATION DISTANCE (IOI) POINTS 1-100 
-1 (ZERO FOR NADIR MEASUREMENTS) 

100 0 1.0 NUMBER OF BACKSCATTER HEASUREHENTS 
-1 INCLUDED IN DATA POINTS 1-100 

100 0 .0001 MIS U* FIRST SOLUTIONS FOR POINTS 1-100 
100 0 .OOlll MIS U* SECOND SOLUTIONS FOR POINTS 1-100 
100 0 .0001 MIS U* THIRD SOLUTIONS FOR POINTS 1-100 
100 0 .0001 MIS U* FOURTH SOL UT.IONS FOR PO I NTS 1-100 
100 0 .01 MIS U(l9) FIRST SOLUTIONS FOR POINTS 1-100 
100 0 .01 MIS U(l9) SECOND SOLUTIONS FOR POINTS 1-100 
100 0 .01 HIS U(l9) THIRD SOLUTIONS FOR POINTS 1-100 
100 0 .01 MIS U(l9) FOURTH SOLUTIONS FOR POINTS 1-100 
100 0 .0001 HIS SIGMA (U*) 1ST SOLNS FOR POINTS 1-100 
100 0 .0001 HIS SIGMA (U*) 2ND SOLNS FOR POINTS 1-100 
100 0 .0001 MIS SIGMA (U*) 3RD SOLNS FOR POINTS 1-100 
100 0 .0001 MIS SIGMA (U*) 4TH SOLNS FOR POINTS 1-100 
100 0 .01 HIS SIGMA (Ul9) 1ST SOLNS FOR POINTS 1-100 
100 0 .01 HIS SIGMA (Ul9) 2ND SOLNS FOR POINTS 1-100 
100 0 .01 MIS SIGMA (Ul9) 3RD SOLNS FOR POINTS 1-100 
100 0 .01 MIS SIGMA (U19) 4TH SOLNS FOR POINTS 1-100 
100 0 .01 DEG WIND DIR 1ST SOLNS FOR POINTS 1-100 
100 0 .01 DEG WIND DIR 2ND SOLNS FOR POINTS 1-100 
100 0 .01 DEG WINO DIR 3RD SOLNS FOR POINTS 1-100 
100 0 .01 DEG WIND DIR 4TH SOLNS FOR POINTS 1-100 
100 0 .01 DEG SIGMA (DIR) 1ST SOLNS FOR POINTS 1-100 
100 0 .01 DEG SIGMA (DIR) 2ND SOLNS FOR POINTS 1-100 100 0 .01 DEG SIGMA (DIR) 3RD SOLNS FOR POINTS 1-100 100 0 .01 DEG SIGMA (DIR) 4TH SOLNS FOR POINTS 1-100 100 0 .0001 l RELATIVE PROBABILITY OF SOLN l FOR POINTS 1-100 
100 0 .0001 l RELATIVE PROB OF SOLN 2 FOR POINTS 1-100 100 0 .0001 l RELATIVE PROB OF SOLN 3 FOR POINTS 1-100 100 0 .0001 l RELATIVE PROB OF SOLN 4 FOR POINTS 1-100 100 0 0.01 08 FORE BEAM HEASUREHENT ATTENUATION FOR POINTS 1-100 100 0 0.01 08 AFT BEAM HEASUREHENT ATTENUATION FOR POINTS 1-100 -1 (CELL PAIRING HOOE ONLY) 100 0 0. l PCT 
100 0 0.1 PCT 

FORE HSHT DATA QUALITY (NSO) FOR POINTS 1-100 
100 0 1.0 AFT MSHT DATA QUALITY (NSO) FOR POINTS 1-100 

SPARES ( l 00) 
***ENO OF SAGS RECORD KAP***g 
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Table 8-1. Scatterometer Basic Geophysical (SAGB) Record Contents Mapa (contd) 

aSee the GDR record map description in Subsection 8.3.6.3. 
corresponds to a different heading item in this table. 

Each character (CHAR) column interval there 

bWhen unpacking a data record, first subtract this bias from the channel value found on the GDR. 

cAfter subtracting the bias, multiply the result by this scale factor to obtain actual parameter value having 
units shown in Units column. 

d 
The 24 bytes of control data at the beginning of each scatterometer SAGB record contains the following integer 
information (see data record format, Subsection B.3.3): 

Byte 1 •_10; Byte 2 • 2; Bytes 3-4 • record sequence number. 

Bytes 5-8 • earliest solution time contained in record, seconds past beginning of year. 

Bytes 9-12 = latest solution time contained in record, seconds past beginning of year. 

Bytes 13-14 • 100; Bytes 15-16 • O; Bytes 17-18 • 400; Bytes 19-20 • 3400; Bytes 21-22 • O. 

Bytes 23-24 • number count of wind solutions contained within record -- nominally 100, except for last record 
on a GDR file (which will contain~ 100 solutions). 

eThis column is the running data channel count, and not the running byte count, within the record. Data channel 
No. l, which immediately follows the 24 control bye;;;- is the first of 100 four-byte time-tags. 

fUnits are seconds past beginning of year 1978. 

gThere is a 4-byte pad (zeroes) at the end of this 8028-byte record. 

8-27 

I 
I 

I 

! 
I 

: 

i 

. : 

I 

i 

I 



8.3.8 
. d (SAGS) Contents 

Supplemental Geophysical Recor 

The SASS supplemental 
map is given in geophysical record content 

data contained in the SAGS record, the fore and 
Table 8-2. A few aspects of the 

Pai
.rs that correspond one-to-one to the wind solu

aft beam sensor measurement 
• SAGB cord (see Subsections 8.2.2.3 and 8.3.4.2), 

tions contained in the companion re 

are noted: 

(1) 

(2) 

(3) 

(4) 

( 5) 

The record content is mostly of value for primary swath wind 

solutions since the nadir binning procedure can involve varying 

numbers of 0 ° measurements per solution. For nadir solutions, 

the fore/aft channels contain the sensor data for the first two 

0
° measurements involved in the binning process, in no particular 

order. 

Measurement latitudes ·(channels 201-400) are in the geocentric 

system. If geodetic latitudes are desired, the conversion given 

in item (9) of Subsection 8.3.7 applies. Longitudes are again 

measured East over the range 0-360 deg. 

cr0 s that are both corrected (1001-1200) and uncorrected (1201-

1400) for attenuation are included, with wind solutions being 

derived from the former. 

The NSDs are the same as those included in the SAGB record. 

The polarization type 0 for horizontal (H) and 1 for verti-

cal (V) -- is given for the measurement pair. 

zation pairs occur in one of the four forms: 

(V,H), or (H,V). 
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Fore/aft polari

(H, H), (V,V), 

Table 8-2. Scatterometer Supplemental Geophysical (SAGS) Record Contents Map 

v 
<:,e,~ 

- I 
- I 
- I 
- I 
- I 
- I 
- 1 
- I 
- I 
- I 
- I 
- 1 
-1 
- I 

I 4 100 0 
IO 1 4 100 0 
201 2 100 9000 
301 2 100 9000 
401 2 100 0 
501 2 100 0 
601 2 100 0 
701 2 100 0 
801 2 100 0 
901 2 100 0 

0 0 - 1 
1001 2 100 30000 
110 I 2 100 30000 

0 0 -1 
1201 2 100 30000 
1301 2 100 30000 
1401 2 100 0 
I 501 2 100 0 
I 60 I I 100 0 
1701 I 100 0 

1. 0 SEC 
1. 0 SEC 
. 01 DEG 
. 0 I DEG 
. 01 DEG 
. 0 I DEG 
. 01 DEG 
. 01 DEG 
. 0 I DEG 
. 01 DEG 

. 01 DB 

. 01 DB 

. 01 OB 

. 01 DB 
0. I PCT 
0. I PCT 
1. 0 I 
I. 0 I 

Parameter Description 

SASS SUPPLEMENTAL GEOPHYSICAL RECORD HAP 
NOTE I TEH I PRECEDED BY 24 BYTES CONTROL I NFOa 
EACH RECORD CONTAINS 100 DATA POINTS OF SENSOR 
DATA PAIRS. EACH POINT IS TAGGED WITH TIHE 
TAG, LATITUDE, ANO LONGITUDE. EACH POINT COR
RESPONDS TO THE POINT WITH THE SAHE INDEX IN 
THE ACCOMPANYING BASIC GEOPHYSICAL RECORD. 
BYTES 23-24 ( I TEH 11 OF THE CONTROL INFO 
IN THE RECORD HEADER) CONTAIN A COUNT OF 
THE NUHBER OF POINTS ACTUALLY PRESENT IN 
THE RECORD (NOMINALLY 100). IF LESS THAN 
100, UNUSED POINTS WILL CONTAIN ZEROES. 
FOR NADIR, THE FIRST 2 HSHTS ARE REPORTED, 
THEY HAY OR HAY NOT BE FORE/AFT. 
FORE HEASUREHENT TIHE TAG FOR POINTS 1-100 
AFT HEASUREHENT TIHE TAG FOR POINTS 1-100 
FORE HSHT GEOCENTRIC LATITUDE FOR POINTS 1-100 
AFT HSHT GEOCENTRIC LATITUDE FOR POINTS 1-100 
FORE HSHT LONGITUDE FOR POINTS 1-100 
AFT HSHT LONGITUDE FOR POINTS 1-100 
FORE HSHT INCIDENCE ANGLE FOR POINTS 1-100 
AFT HSHT INCIDENCE ANGLE FOR POINTS 1-100 
FORE HSHT AZIMUTH ANGLE FOR POINTS 1-100 
AFT HSHT AZIHUTH ANGLE FOR POINTS 1-100 

(CORRECTED FOR ATTENUATION--) 
FORE HSHT BACKSCATTER FOR POINTS 1-100 
AFT HSHT BACKSCATTER FOR POINTS 1-100 

(UNCORRECTED FOR ATTENUATION--) 
FORE HSHT BACKSCATTER FOR POINTS 1-100 
AFT HSHT BACKSCATTER FOR POINTS 1-100 
FORE HSHT NORMALIZED STD DEV FOR POINTS 1-100 
AFT HSHT NORH STD DEV FOR POINTS 1-100 
FORE HSHT POLARIZATION FOR POINTS 1-100 
AFT HSHT POLARIZATION FOR POINTS 1-100 

(O=H, I =V) 
***END OF SAGS RECORD HAP***b 

aThe 24 bytes of control data at the beginning of each SAGS record contains the following integer information 
(see data record format, Subsection 8.3.3): 

Byte 1 = 11; Byte 2 = 2; Bytes 3-4 = record sequence number. 

Bytes 5-8 = earliest wind solution time corresponding to sensor data contained in record, seconds past begin
ning of year. 

Bytes 9-12 = latest wind solution time represented in record. 

Bytes 13-14 = 200; Bytes 15-16 = O; Bytes 17-18 = 800; Bytes 19-20 • 600; Bytes 21-22 • 200. 

Bytes 23-24 = same solution count number as in Bytes 23-24 of SAGB record mate. 

bThere is a 10-byte pad (zeroes) at the end of this 3834-byte record. 

8-29 



8.3.9 
Basic and Supplemental sensor Record (SASB and SASS) Contents 

The SASS basic and supplemental sensor record content maps are given 

in Tables 8-3 and 8-4, respectively. A detailed description of the sensor 

parameters contained in these records -- what they are and how they were com-

puted -- is given in the scatterometer sensor algorithm specifications [ 3] . 

Included there is a delineation of all sensor status and data quality flags that 

were maintained during sensor file processing (see Table 8-3, channels 765-823, 

and Table 8-4, channels 404-411) to allow the status and health of the scatterom

eter and the quality of its measurements to be continuously monitored over the 

mission data set. A subset of these flags that allows the geophysical algorithms 

to screen out from the inversion process certain 0° measurements that would 

otherwise lead to wind solutions of impugnable quality is described in 

Subsection 9. 8. 
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1 
2 

3 
4 
5 
6 
7 
8 
9 

1 0 
11 
I 2 
1 5 
30 
45 
60 
75 
90 

105 
120 
I 3 5 
150 
165 
180 
195 
210 
225 
240 
255 
270 
28 5 
300 
315 
330 
345 
360 
375 
390 
405 
420 
435 
450 
465 
480 
495 
510 
525 
540 
555 
570 
585 
600 
615 
630 
645 
660 

Table 8-3. 

4 
4 
4 
4 
4 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 

I 
I 
I 
1 
1 
I 
I 
I 
1 
I 
I 
3 

15 
15 
15 
15 
15 
I 5 
15 
1 5 
1 5 
I 5 
I 5 
15 
15 
I 5 
I 5 
15 
15 
15 
I 5 
I 5 
IS 
1 5 
I 5 
1 5 
I 5 
I 5 
I 5 
I 5 
I 5 
15 
15 
15 
15 
15 
I 5 
I 5 
I 5 
1 5 
1 5 
1 5 
1 5 
1 5 
1 5 
I 5 

Scatterometer cr0 B • s ( asic ensor SASB) Record Contents Map 

000000 
0 
0 
0 
0 

9000 
9000 
9000 

0 
0 
0 
0 

9000 
0 
0 
0 
0 
0 
0 

9000 
9000 

0 
0 
0 
0 
0 
0 
0 
0 
0 

30000 
30000 
30000 

0 
10000 

0 
0 

10000 
0 

30000 
30000 
30000 
30000 
30000 

0 
0 
0 
0 
0 

30000 
0 

9000 
0 
0 
0 
0 

I . E-6 
1. E-6 
1 . E-6 

1. 0 
1. 0 
. 01 
. 01 
. 01 

.001 
. 01 
. 0 I 
I. 0 
. 01 
. 0 I 

. 1 
. 01 
. 01 
. 01 

. 1 
. 01 
. 01 
. 0 I 
. 0 I 
. 0 I 
. 0 I 
. 0 I 

. I 

. I 
I. 0 
I. 0 
. 01 
. 0 I 
. 0 I 
0. I 
. 0 I 
. 0 I 
I. 0 
. 0 I 
I. 0 
. 0 I 
. 0 I 
. 0 I 
. 0 I 
. 0 I 

. 001 

. 00 I 
. 01 
. 0 I 
. 0 I 
. 0 I 
I. 0 
. 01 
. 0 I 
I. 0 
0. I 
. 0 I 

DEG 
DEG 
KM 

DEG 
DEG 
DEG 
KMIS 
DEG 
DEG 

DEG 
DEG 
KM 
DEG 
DEG 
DEG 
KM 
DEG 
DEG 
DEG 
DEG 
KM 
KM 
KM 
KM2 
KM2 

DB 
DB 
DB 
PCT 
DB 
i)il 

PCT 
DB 

DBW 
DBW 
DBW 
DBW 
DB 
V 
V 
DB 
DB 
DB 
DB 

DEG 
DEG 

K 
K 
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Parameter Description 

SASS BASIC SENSOR RECORD HAP 

NOTE: 24 BYTES CONTROL INFO PRECEDE ITEM I a 

SIC NADIR POINT GEODETIC LATITUDE 
SIC NADIR POINT LONGITUDE 
SIC GEDD~TIC ALTITUDE 
SPARE 
SPARE 
ROLL 
PITCH 
YAW 
SIC ALONG TRACK VELOCITY 
SIC VELOCITY AZIMUTH ANGLE FROM NORTH 
SQUINT ANGLE 
SPARES 
CELL LATITUDES (GEOCENTRIC)b 
CELL LONGITUDES 
STD DEV OF CELL LOCATIONS 
DOPPLER LINE AZIMUTH ORIENTATIONS 
I NC I DENCE ANGLES (THETA SUB I) 
STD DEV OF INCIDENCE ANGLES 
SLANT RANGE TO CELLS 
CELL CORNER LATITUDES - LATI (GEOCENTRIC) 
CELL CORNER LATITUDES - LAT2 (GEOCENTRIC) 
CELL CORNER LONGITUDES - LONG! 
CELL CORNER LONGITUDES - LONG2 
EQUIVALENT CELL BASE LENGTHS 
EQUIVALENT CELL WIDTHS 
INSTANTANEOUS CELL BASE LENGTHS 
INSTANTANEOUS CELL AREAS 
INTEGRATED CELL AREAS 
SPARES 
SPARES 
ANT. PATTERN CORRECTED BACKSCATTER COEFFc 
INSTRUMENT CORRECTED BACKSCATTER COEFFd 
FINAL INSTR+ATMOS CORR BACKSCATTER COEFFe 
TOTAL NORMALIZED STD DEV OF SIGHA NOUGHT 
SIGMA NOUGHT CORRECTION DUE TO ANT. PATT. 
STD DEV SIGMA-0 DUE TO ATTITUDE UNCERT 
NORM STD DEV SIGMA-0 DUE COMMUNICATION NOISE 
SIGMA NOUGHT ATTENUATION CORRECTIONS 
SPARES 
RECEIVED POWER 
ABSOLUTE VALUE OF NEGATIVE RECEIVED POWER 
MEAN NOISE POWER 
CURRENT NOISE POWER 
SIGNAL TO NOISE RATIO 
SIGNAL PLUS NOISE 
NOISE 
INSTRUMENT GAINS FOR SIGNAL PLUS NOISE 
INSTRUMENT GAINS FOR NOISE ONLY 
ANTENNA GAIN AT CELLS 
SIGMA NOUGHT ANTENNA BIAS CORRECTIONS 
SPARES 
ANTENNA ANGLES 
AZIMUTH CLOCK ANGLE OF CELLS 
SPARES 
PORT TOTAL SYSTEM TEMPERATURES 
ANTENNA TEMPERATURES 



Table 8-3. 
0 • S nsor (SASB) Record Contents Map (contd) Scatterometer o Basic e 

675 2 I 5 0 
690 2 I 0 
691 2 2 10000 
693 2 1 0 
694 2 1 0 
695 2 1 0 
696 2 9 0 
705 2 1 5 0 
720 2 1 5 0 
735 2 1 5 0 
750 2 1 5 0 
765 2 1 5 0 
780 I 30 0 
810 1 2 0 
8 I 2 I 2 0 
814 I 6 0 
820 I I 0 
821 I I 0 
822 I I 0 
823 I I 0 
824 I I 5 0 

aThe 24 bytes of control data at 
integer information: 

the 

1. 0 
. I 

. 00 I 
I. 0 
I. 0 
1 .0 
I. 0 
I. 0 
I. 0 
I. 0 
1.0 
I. 0 
I. 0 
I. 0 
I. 0 
I. 0 
I. 0 
I. 0 
I. 0 
I. 0 
I. 0 

w 
DB 
I 
I 

Parameter Description 

SPARES 
TRANSMITTER POWER 
ANT SWITCHING ASSY GAINS RECEPTN, TRANSMSN 
RUN~ING FRAME NUMBER COUNTER 
ORBIT REVOLUTION NUMBERf 
SPARE 
SPARES 
SPARES 
SPARES 
SPARES 
TOIL FLAGS FOR EXTENDED FOOTPRINTS 9 

DATA QUALITY FLAGSh 
SPARES 
STATUS FLAGS 
SPARES 
ENGINEERING DATA QUALITY FLAGsh 
DATA QUAL SUMMARY FLAG 
OPERATING MODE (0-10) 
ANTENNA BEAM NUMBER (1-4) 
POLARIZATION (H•O, V•I) 
TOIL FLAGS (O•OCEAN, !•LAND, _2•MIXED/UNK) 

***END OF RECORD MAP*** 1 

beginning of each scatterometer basic sensor record contains the following 

Byte 1 = 8; Byte 2 = 2; Bytes 3-4 = record sequence number. 

Bytes 5-8 contain the seconds (past the beginning of year 1978) component of the time-tag associated with 
the frame of data in the record. 

Bytes 9-12 contain the fractional seconds component of the time-tag in units of microseconds. Thus, to 
obtain a high-resolution time-tag, multiply this number by 10-6 and add to previous number. 

Bytes 13-14 = 5; Bytes 15-16 = O; Bytes 17-18 = 114; Bytes 19-20 • 660; Bytes 21-22 • 59; Bytes 23-24 • 0 -
not used. 

bThis 15-vector set of measurement values (and all of those following) corresponds to the 15 Doppler-channel 
components of the given antenna frame. The Doppler channel designations given in Figure 3-5 fork• 1,2, ... ,15 
are maintained here as the implied ordering within the record. Thus, the first 12 values 1.n the ordered set 
are for the primary swath Doppler cells in the sequence k • 1,2, ... ,12, and the remaining three values are 
for the nadir-region cells ordered ask= 13,14,lS(nadir cell). 

cThese o0 s are directly out of the radar equation, but corrected for the antenna pattern approximations -
see Subsection 5.3. 

dThese o
0
s are formed by adding the antenna biases -- see Subsection 5.4.2 -- to the previous o0 s. 

eThese o
0
s are formed by adding the atmospheric attenuation corrections to the previous o"s. These corrections 

for atmospheric attenuation are computed and appended to the SASS GDR by the attenuation processor whenever 
possible-- see Section 6. These o•s are the final backscatter measurements entered into the geophysical 
algorithms for wind retrieval computations. 

fDue to approximation used, the orbit revolution number may be in error by several minutes at some orbit number 
boundaries. 

gO = ocean; l 

hSee Section 9. 

land; 2 mixed or unknown. 

iThere is a 5-byte pad (zeroes) at the end of this 1656-byte record. 
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Table 8-4. Scatterometer Supplemental Sensor (SASS) Record Contents Map 

I 
5 
9 

I 3 
I 7 
21 
22 
25 
29 
33 
37 
4 I 
42 
60 

I I 6 
180 
240 
300 
330 
33 I 
332 
340 
400 
404 
412 
414 
464 

4 
4 
4 
4 
4 
4 
4 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
I 
1 
I 
1 
1 
1 

4 
4 
4 
4 
4 
1 
3 
4 
4 
4 
4 
4 

1 5 
56 
64 
60 
60 
30 

I 
I 
8 

60 
4 
8 
2 

50 
50 

000000 
0 
0 
0 
0 
0 

9000 
9000 
9000 

0 
0 

0 
0 

0 
0 
0 
0 

0 
0 
0 
0 

1 . E-6 
1 . E-6 
1 . E- 6 

. 01 

. 01 

. 0 I 

. 01 

. 0 I 

. 01 
.001 

. 01 

. 0 I 

. 0 I 

.001 
. 01 
. 0 I 

. 001 

I. 0 
I. 0 
I. 0 
I. 0 

DEG 
DEG 
KM 
K 
K 
K 

DEG 
DEG 
DEG 
KM/S 
DEG 

DB 
DB 

V 
DB 
DB 
PCT 

Parameter Description 

SASS SUPPLEMENTAL SENSOR RECORD 

NOTE: 24 BYTES OF CONTROL INFO PRECEDE 
ITEM ta 

S/C NADIR POINT GEODETIC LATITUDES (4)b 
S/C NADIR POINT LONGITUDES (4)b 
S/C NADIR POINT ALTITUDES (4)b 
HIGH CALIBRATION NOISE TEMPS (4)b 
LOW CALIBRATION NOISE TEMPS (4)b 
RECEIVER NOISE TEMP 
SPARES 
S/C ATTITUDES (4) ROLLb 
S/C ATTITUDES (4) PITCHb 
S/C ATTITUDES (4) YAWb 
SIC ALONG TRACK VELOCITIES (4)b 
S/C VELOCITY AZIMUTH ANGLES (4)b 
SPARES 
INSTR GAIN CURVE INTERCEPTS (1-2,1-4,1-7) 
INSTR GAIN CURVE INTERCEPTS (1-2, 1-4,8-15) 
SPARES 
AVG VOLT MEASUREMENTS FROM CAL FRAMES 
NOISE FIGURE FOR EACH CHANNEL 
MEAN RECEIVER NOISE FIGURE 
ANTENNA SWITCHING ASSY GAIN FOR CALIBRATION 
SPARES 
GAIN CURVE USED FOR EACH GAIN CALIB CALC 
ANTENNA PORTS 
STATUS FLAGS (SF!, SF2, FOR FOUR FRAMES) 
SPARES FOR FLAGS 
SPARES 
SPARES 

***END OF RECORD MAP***c 

aThe 24 bytes of control data at the beginning of each scatterometer supplemental sensor record contains the 
following integer information: 

Byte 1 = 9; Byte 2 = 2; Bytes 3-4 = record sequence number. 

Bytes 5-8 = time-tag in seconds of first frame of the four-frame calibration sequence. 

Bytes 9-12 = time-tag in seconds of last frame of the four-frame calibration sequence. 

Bytes 13_14 = 12 ; Bytes 15-16 = 12; Bytes 17-18 ~ 20; Bytes 19-20 • 295; Bytes 21-22 • 174; Bytes 23-24 • 0 -
not used. 

bFour values derived from four consecutive calibration frames. 

cThere is a 12-byte pad (zeroes) at the end of this 936-byte record. 
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SECTION 9 

SASS GDR WINDS: CAVEATS AND DISCUSSION 

9.1 INTRODUCTION: GENERAL SPEED AND DIRECTION CAVEATS 

A prudent user of the scatterometer-derived wind data contained in 

the SASS GDR tapes would exercise a certain degree of caution. Even a casual 

reading of the previous sections and some of the cited references -- as well as 

any familiarity with remotely sensed geophysical data -- will reveal a spectrum 

of reasons why the instrument's measurements and the sequence of algorithms that 

constitute the complete processing transfer function could yield some uncertainty 

in the interpretation and assessment of the end-product wind solutions. In addi

tion, inferences made about the overall statistical quality of the global data 

set (e.g., estimates of error scatter and bias in the derived wind speeds) based 

on the results of examining a limited number of selected spot samples could be 

tenuous -- as could inferences drawn in the reverse direction. The quality of 

the derived winds could vary throughout the data set in an unpredictable manner 

due to a number of factors to be delineated below as well as to: (1) possible 

time variations in instrument communication noise; (2) time-varying instrument 

health: imperfect instrument status evaluation, undetected telemetry (bit 

stream) errors; (3) possible undetected land or ice contamination of signal; 

(4) variations in spacecraft attitude control and pointing error, and attitude 

anomalies; and (5) effects of possible inappropriate weighting in the least

squares wind estimator combined with variations in the weighting factors (mea

surement normalized standard deviations). 

In spite of all this, Table 1 of [32) summarizes evaluations of data 

performed to date and shows that, under the best of controlled circumstances 

(i.e., JASIN [13)) where data sets have been carefully selected to include the 

best-behaved SASS and surface truth comparison data, results generally fall well 

within the accuracy specifications imposed prior to the development of the satel

lite (see Subsection 2.2.1). Nonetheless, even though the GDR data has been 

screened for detectable anomalies and corrected for known errors to the extent 

possible within mission constraints, it remains impossible to offer an unquali

fied and sweeping endorsement. Only a minimal set of data has been subject to 

close scrutiny during the evaluation workshops [11,12,13,14), and numerous 
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• unassessed. For example, analyses performed 
of the entire process remain . * 

aspects . ·t de northern hemisphere data , and the 
d 1 mid-lati u , t o date have evaluate on Y 

1 "thm assessm attenuation-correction a gori ent has been severely impeded by the lack 

of accurate surface d that the entire global SASS wind data set truth. It is hope 

d nd will yield will continue to be evaluate a 
corroboration of the high-quality 

d by t he JASIN Workshop effort. assessment offere 

- 7 4 the wind vector estimator produces up As discussed in Subsection • , 

. 11 1 • s11 (aliases) for each off-nadir swath (incidence angle to four ambiguous so ution 
. These primary-swath solutions consist of four (or e > 20°) solution attempt. 

I . • • of which one pair is the desired or "cor-sometimes fewer) speed/direction pairs 
• f ht data group (o 0 pair) and the other three rect 11 wind vector solution or ta 

11 The four wind speeds are approximately pairs are extraneous and "incorrect. 

h t f ali ·ases, but the equal forte se o four alias directions vary greatly. Thus 

• ·1 to direction rather than speed. the ambiguity due to aliases refers primari Y 
• • • • eferred direction implied by the order of the In general, there is no intrinsic pr 

• • (or by any other product of the inversion mech-aliases within a solution group 

• ld ssentially equal-probability aliases anism): the least-squares estimator yie s e 

( Sb Ct ion 7.1.2) to obtain GDR when inverting pairs of o 0 measurements see use 

solutions. 

There is a school of thought, however, that if the SASS 0° data were 

reprocessed to wind vector using the binning mode (groups of more than two mea

surements in a solution group -- see Subsection 7.1.2) instead of the pairing 

mode, then the resulting alias solutions would demonstrate some skill in select-

ing a preferred win irection stream ine. • d d • • 1 • Such a demonstrat1· on has not yet been 

made. On the other and, there is in ormation containe in h • f • • d • the number of aliases 

present. Two-alias solutions, which align their directions about 180° apart 

and which occu; infrequently compared to four-alias solutions -- usually 

align their resulting "streamline" direction with surface truth wind direction, 

This situation generally corresponds to a SASS antenna looking either upwind 

or downwind. Some weather features can also be extracted directly from 

fields of alias solutions: the location of high- or low-pressure centers is 

* 
recentlY Significant amounts of data from all latitudes and hemispheres have more 

been examined -- with positive results -- by P. Woiceshyn's group, which is 
attempting to de-alias a global set of SASS-derived winds. 
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very evident on alias-solution wind vector ("sea-chicken") plots. Such 

observations were used successfully in a demonstration of manual alias removal 

(selecting the correct alias solutions in a field of SASS wind vectors) of 
scatterometer data [40]. 

It should be noted that statistics cited for any SASS wind direction 

evaluation, such as in Table 1 of [32], could be misleading. Such evaluations 

begin by first picking the alias direction that is closest to the ground truth 

direction for each SASS solution. Throughout these qualitative assessments, 

SASS is in every case given the benefit of the doubt: the SASS direction closest 

to the truth wind direction is assumed to be the one that SASS would have 

reported had the instrument been capable of producing a unique direction. In 

this sense, the more aliases generated by the instrument signal, the better its 

chances are. Conceivably, SASS could be wrong by 45°, and the fact could be 

obscured by a convenient alias. On the other hand, those 45° could represent an 

error in the "truth" wind direction, in which case the instrument would lose 

credit for resolving a small-scale feature in an erroneous comparison truth 

field. Clearly, then, there is difficulty in determining exactly the level of 

direction skill being exhibited by SASS from such statistical figures of merit. 

Evidence is given in [38] that this procedure for evaluating the wind direction 

accuracy is nonetheless justified. It is concluded there that choosing the closest 

alias direction is the best means for assessing the direction measurement accuracy 

until an objective selection scheme is implemented. 

The principal components of the mechanism used to derive winds from 

SASS NRCS measurements are a wind vector-to-0° model function (see Subsection 7.3) 

and a least-squares estimator (see Subsection 7.4) for inverting the data. 

Since there are uncertainties in both stages of this processing, some caution 

should be exercised whenever wind results that lie outside the parametric range 

within which good results have been experienced are used. Possible shortcomings 

in the inversion process include (see Subsection 7.4.3 for more details): 

(1) the assumption that uncorrelated Gaussian statistics apply to the distribu

tion of wind-speed error; and (2) the assumption that the general relationship 

d 1 ( • d speed) is linear, when, in fact, a more complex between J 0 (dB) an og
10 

win 

• (321 The model function itself (see SASSl G-H relationship probably exists · 

table, Table 7-1) is based in large part on aircraft data (about 20 aircraft 
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SASS measurements over a limited set of 
scatterometer flights) plus some 

parametric conditions, i.e.: 

(1) 

(2) 

(3) 

(4) 

(5) 

d l.·s about 4 to 28 m/s. The wind spee range 

~ ~ 70°) 
The incidence angle range (20° < 81 < 

is divided into only 

three or four discrete intervals (bins). 

The number of data samples for each set of parameter (bin) 

values is usually 10 to 20. 

Doppler re solution cell sizes differ from SASS The measurement 

to aircraft. 

The theories are incomplete (unknown effects exist due to param

eters partially or totally unaccounted for). 

Such shortcomings establish limits on the range of data that can be 

used with reasonable confidence. The data base from which the SASSl model has 

been derived (i.e., aircraft scatterometer flights, portions of 12 GOASEX [11,12] 

and North Atlantic SASS overflights, and, finally, the SASS JASIN triangle data 

set) is very small. This data base has been stretched very far for the purpose 

of specifying the NRCS signature for both polarizations (V and H), incidence 

angles from 20° to greater than 60°, all look azimuths, and the full range of 

wind speeds that need to be included. For this reason, the SASS model function 

can be considered an NRCS signature only in those parametric areas where large 

numbers of comparisons have verified the correlation. Much needs to be done to 

validate -- and possibly improve -- the scatterometer model function, especially 

at incidence angles below about 25° and above about 50° and at wind speeds above 

20 m/s, where high-quality comparison data has been scarce to date. An extensive 

discussion of the historical development of scatterometry, the synthesis of the 

SASSl model function, and an assessment of the derived GDR winds is contained in 

[32,37,38,39]. 

The following sunnnarizes those parameter ranges and conditions within 

which the GDR off-nadir winds should be more carefully scrutinized before in~ 

acceptance. 

(1) Low wi nd speeds (<5 m/s), especially when combined with higher 

incidence angles where the signal-to-noise ratio is low. The 
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(2) 

(3) 

(4) 

(5) 

SASSl-derived NRCS signature is more sensitive to wind speed 

changes at low incidence angles and less sensitive at high 

incidence angles than earlier model functions, when weighted 

aircraft measurements more heavily. 

High wind speeds (>25 m/s) -- due to lack of comparison data 

for model function development. 

Incidence angles below about 22° and above 55° -- also where 

limited data exists for model development. The model 

H-polarization NRCS-incidence angle dependence for 8
1

' 50° 

does not conform to previous aircraft measurements or theory. 

This is believed to be due to the empirical fitting procedure 

used and the lack of data. However, for the SASS data set, 

the model is adequate for 0
1 

> 55° because very few winds are 

measured there. 

High local wind gradient conditions, where the SASS measurement 

(Doppler) cell resolution is apt to average out either peak or 

null wind conditions. 

cr0 measurements not corrected for attenuation, which can result 

in a significant underestimation of the wind speed in heavy 

rain conditions -- see Subsection 9.5. 

Within the limitations discussed above, the SASS winds have been 

demonstrated to be within the following limits during the JASIN experiment: 

Mean 

Wind speed, m/s <.l 

Wind direction, deg <1.7 

Std Dev 

1.3 

16.3 

These comparisons are well within the tolerances stated as desirable by user 

groups prior to Seasat launch. The standard deviations here are commensurate 

with those expected due to the summed effect of measurement noise, absolute 

NRCS biases, SASS versus truth sampling area differences, mesoscale turbulence, 

anemometer errors, etc. The SASS has apparently yielded a very successful 

demonstration of remote sensing anemometry. However, when viewing the rather 

impressive statistics above, it would be imprudent to ignore the fact that the 
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SASSl model function was quite closely "tuned" (by a fitting procedure which 

essentially minimized the biases observed between th e SASS and surface truth 

winds) to a selected set of the very JASIN data that these statistics are bas~ 

on. 

The remainder of this section is a compilation of mon' specific 

caveats, exhortations, and just plain useful information that will hopefull\' 

aid in the use, interpretation, and understanding of the SASS data contained q 

the GDR tapes. 

9.2 WIND SOLUTION COMPUTATION USING INCORRECT AZIMUTH ANGLE: CAUSE, 
EFFECT, AND CORRECTION 

The 0° measurement azimuth clock angles provided hv the IDPS to the 

SASS geophysical algorithms via the SOR (see Subsection 4.4.2.7, item 7) were 

computed relative to the longitude line passing through the satellite nadir 

point. On the other hand, the o0 azimuth angles¢ required in the argument X 

of the wind-to-0° model function G-H table (see Subsection 7.3.2) are defined 

relative to the longitude line located at each o 0 measurement footprint (Doppler 

cell) location. Due to • h h d an oversig t, t e na ir-relative azimuths were erroneously 

used as arguments to the model function during the geophysical processing that 

generated the scatterometer GDR wind solution data set. Since the pairing mode 

for grouping sensor data was used by the wind retrieval algorithms (see Sub

sections 7 •1 •2 and 7.2), every primary (off-nadir) swath solution was computed 
using one forward and one aft antenna 0 ° 

measurement that were both azimuthally 
mislocated. Nadir swath solutions ar · d d 

e in epen ent of the error since they coo-
sist only of speed and do not depend on azimuth angle. 

The effect of using the incorrect azimuth angles on the resulting wifid 
speed and direction solutions contained 

in the GDRs has been analyzed by Wentz 
[41]. The total error induced in these 1 · ls so ut1ons by the incorrect azimuth ang e 
can be decomposed 1.·nto two parts: 

(l) a bias or absolute offset error on the 
derived wind direction, and (2) 

wind speed and wind direction. 
a small residual 

If we let ;f' ;a 
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rms error on both the retrieved 

be the incorrect forward and aft 

antenna azimu th angles, and $f, $a be the correct azimuth angles, Wentz shows 

that if 

£ 
$f + B + y 2 

(9-1) 

where Y is the sign choice +l for spacecraft left-side antenna beams (3 and 4 -

see Figure 3-3) and -1 for right-side beams (1 and 2), then: 

(1) 

(2) 

(3) 

(4) 

The direction bias error is deterministic and correctable and, 

in fact, is equal to Bin the incorrect-minus-correct sense: 

subtracting this bias B from the wind alias directions con

tained in the GDR SAGB records will result in unbiased 

solutions. Unbiased here means that when the difference 

between the corrected direction and the true direction is 

averaged over the ensemble of possible true wind directions, 

the resulting mean will be zero. 

No such bias occurs in the wind speeds that are retrieved 

using the incorrect azimuth angles. 

A nonzero e:: induces residual errors in both retrieved speed and 

direction which, for a given e::, have zero mean and nonzero rms 

over the wind direction ensemble. These residual rms errors 

increase with increasing e:: magnitude, but an explicit functional 

relationship between the errors and e:: is not available. 

Both the direction bias error Band e:: and therefore the 

residual rms speed and direction errors -- increase with 

1 • d magn1.·tude and solution incidence angle. increasing at1tu e 

the lower latitudes both error components are small. The 

d b -5.8° $ B $ 5.2° for removable bias error is bounde y 

For 

!latitude! ~ 40°, and by -15. 0 
$ B $ 7.2° over the entire useful 

The residual rms errors in speed and direction mission data set. 
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are essentially negligible for llatitudej ~ 450, and are 

bounded by .7 m/s and 4.5° over the mission data set that omits 

extreme latitudes and incidence angles. Thus, the wind solu

tion error resulting from the use of incorrect azimuths is seen 

to be relatively small for much of the data, and is probably 

ignorable for most purposes after the bias has been removed. 

From Eq. (9-1) we see that 

(9-2) 

ands, the relative azimuth separation error, is given by 

(9-3) 

where 

(9-4) 
Mz 

a 

are 
th

e forwa rd and aft beam azimuth angle errors. B can therefore be computed as 

B 
(9-5) 

Using the sign convention Y, the azimuth separat1.'on 
error can also be written as 

E = 
(9-6) 

which is valid for both port and starboard s1.'des 
of the groundtrack. 

Both the incorrect and correct 
azimuth angles must be known in order 

to determine the bias correction factor 
Band the azimuth separation error E from 

Eqs. <9- 3 , - 4 , -5). Neither of 
these angles 1.·s . 

available in the GDR basic 
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geophysical (SAGB) data record, and only the incorrect azimuth angle is 

available in the supplemental geophysical (SAGS) record -- see Tables 8-1 and 

8-2. The azimuth angles for each Doppler cell are essentially fixed for each 

antenna beam as a function of incidence angle 0
1 

and cell latitude. (Small 

insignificant variations occur due to small spacecraft attitude angle oscilla

tions.) Using data from o 0 basic sensor (SASB -- Table 8-3) records and a set 

of equations given below, the correct azimuth angle was determined for each 

beam, e1 , and latitude. Tables 9-1 and 9-2, which give 6Azf, 6Aza, B, and E as 

a function of latitude, incidence angle, and spacecraft direction (northbound 

or southbound), were then compiled using Eqs. (9-3, -4, -5). 

To use Tables 9-1 and 9-2 the spacecraft direction and wind measure

ment side (left or right of subtrack) must be known. If the measurement 

side (or antenna beam numbers) and orbit direction corresponding to the wind 

solution are not known~ priori they are not included in the GDR records --

they can be determined by using the incorrect fore and aft beam azimuth angles 

found in the supplemental geophysical GDR records and Table 9-3. Using the side 

and direction determined from the fore/aft measurement pair azimuth quadrants and 

Table 9-3, the wind measurement latitude and incidence angle (contained in the 

SAGE record) can then be used in Table 9-1 or 9-2 to determine the bias correc

tion factor B and the azimuth separation error E. • Linear interpolation can be 

used for values of 0
1 

and latitude not given in the tables. 

Table 9-1 is for right-side northern hemisphere and left-side southern 

hemisphere for both northbound and southbound satellites; Table 9-2 is for left

side northern hemisphere and right-side southern hemisphere. The actual table 

d Sout hbound entries are obtained by changing encries are for the northboun case: 

• • of all forward and aft values 6Azf and 6Aza. the signs and switching the positions 

't d but changes sign, whereas E remains For southbound, B retains the same magni u e 

unchanged. The top column headings for 6Azf and 6Aza apply to northern

hemisphere (right-side solutions for Table 9-1 and left-side solutions for 

d the l ower switched and parenthetically enclosed headings Table 9-2) entries, an 

lati ·tude (left side for Table 9-1 and right side for Table 9-2) apply to negative 

entries. Band E are independent of latitude sign. 

The angle information contained in the tables is accurate to within 

Not e that for the lower latitudes (less than 40°) the bias less than . 5°. 
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Azimuth Error Bias Corrections and Separation Errors: Table 9-1. 
and Right-Side Northern Hemispher~ Table 9-1. Azimuth Error Bias Corrections and Separation Errors: Left-Side Southern Hemispherex 

Right-Side Northern Hemisphere and 
Left-Side Southern Hemisphere* (contd) 

Bias Azimu h Incidence 
Mzf - Beam 1 i:J.Aza - Beam 2 Correction Separation Incidence Bias Azimuth Angle Measurement 

Latitude (Mza - Beam 3) (Mzf - Beam 4) Factor B Error e: Angle Measurement 6Azf - Beam 1 6Aza - Beam 2 Correction Separation er 
61 Latitude (6.Aza - Beam 3) (MZf - Beam 4) Factor B Error£ 

10(-10) -.13 -.45 -.3 -.3 20 

25 -.15 -.55 -.4 -.4 20 40(-40) -.65 -2.03 -1.3 -1.4 

30 -.20 -.65 -.4 -.s 25 -.80 -2.42 -1. 6 -1.6 

35 -.24 -.78 -.5 -.s 30 -.97 -2.89 -1.9 -1.9 

40 -.30 -.93 -.6 -.6 35 -1.18 -3.45 -2.3 -2.3 

45 -.36 -1.12 -.7 -.8 
40 -1.45 -4.12 -2.8 -2.7 

so -.44 -1. 33 -.9 -.9 
45 -1. 77 -4.92 -3.3 -3.2 

55 -.55 -1.60 -1.1 -1.1 
so -2.15 -5.88 -4.0 -3.7 

60 -.68 -1.92 -1. 3 -1. 2 
55 -2.63 -7.01 -4.8 -4.4 

60 -3.21 -8.38 -5.8 -5.2 
20 20(-20) -.27 -. 90 -.6 -.6 

50(-50) -.80 -2.99 -1.9 -2.2 20 25 -.34 -1.08 -.7 -.7 
25 -.98 -3.56 -2.) -2.6 

30 -.46 -1.28 -.9 -.8 
30 -1.20 -4.23 -2.7 -3.0 

35 -.52 -1.52 -1.0 -1.0 
35 -1. 48 -5.03 -3.3 -3.6 

40 -.67 -1.81 -1. 2 -1.1 
40 -1.81 -5.98 -3.9 -4.2 

45 -. 78 -2.16 -1.5 -1.4 
45 -2.21 -7 .11 -4.7 -4.9 

50 -1.10 -2.57 -1.8 -1.5 -2. 72 -8.45 -5.6 -5.7 50 55 -1.18 -3.06 -2.1 -1. 9 -3.33 -10.04 -6.7 -6.7 55 60 -1.57 -3.65 -2.6 -2.1 -4.08 -11.93 -8.0 -7.9 60 
20 30(-30) -.46 -1.41 -.9 -1.0 55(-55) -.79 -3.54 -2.2 -2.8 20 25 -.56 -1.68 -1.1 -1.l -.97 -4.23 -2.6 -3.3 25 30 -. 71 -2.00 -1.3 -1. 25 -5.05 -3.2 -3.8 -1.4 30 35 -.83 -1.5 -1. 55 -6.03 -3.8 -4.5 -2.37 -1. 6 35 40 -1.06 -1.8 -1. 91 -7.19 -4.6 -5.3 -2.82 -1. 9 40 45 -1.23 -2.33 -8.59 -5.5 -6.3 -3.33 -2.3 -2.1 45 
50 -1.57 -2.84 -10.26 -6.6 -7.4 -3.99 -2.8 -2.4 50 
55 -1.83 -3.46 -12.25 -6.9 -8.8 -4.74 -3.3 -2.9 55 
60 

-4.21 -14.62 -9.4 -10.4 -2.38 -5.64 -4.0 -3.3 60 
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Table 9-1. Azimuth Error Bias Corrections and Separation Errors: 
Right-Side Northern Hemisphere and 
Left-Side Southern Hemisphere* (contd) 

Incidence Bias Azimuth 
Angle Measurement Mzf - Beam 1 6Aza - Beam 2 Correction Separation 

er Latitude (Mza - Beam 3) (MZf - Beam 4) Factor B Error E 

20 60(-60) -.66 -4.25 -'.l. 5 -3.6 

25 -.84 -5.24 -3.0 -4.4 

30 -1.07 -6.00 -3.5 -4.9 

35 -1. 38 -7.42 -4.4 -6.0 

40 -1. 76 -8.45 -5.1 -6.7 

45 -2.25 -10.51 -6.4 -8.3 

50 -2.87 -11.82 -7.3 -9.0 

55 -3. 77 -14.88 -9.3 -11.1 

60 -4.69 -17.71 -11. 2 -13.0 

20 65(-65) -.06 -5.36 -2.7 -5.3 
25 -.31 -6.39 -3.4 -6.1 
30 -.57 -7.63 -4.1 -7.1 
35 -.89 -9.11 -5.0 -8.2 
40 -1. 30 -10.87 -6.1 -9.6 
45 -1.82 -12.98 -7. ➔ -11.2 
50 -2.44 -15.49 -9.0 -13.1 
55 -3.22 -18.50 -10.9 -15.3 
60 -4.21 -22.08 -13.1 -17.9 
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Table 9-1. Azimuth Error Bias Corrections and Separation Errors: 
Right-Side Northern Hemisphere and 
Left-Side Southern Hemisphere* (contd) 

Incidence Bias Azimuth 

* 

Angle Measurement Mzf - Beam 1 6Aza Beam 1 Correction Separation 
81 Latitude (Mza - Beam 3) (MZf Beam 4) Factor B Error 

20 70 .95 -6.74 -2.9 -7.7 

25 .84 -8.02 -3.6 -8.9 

30 .68 -9.54 -4.4 -10.2 

35 .35 -11. 35 -5.5 -11. 7 

40 . 07 -13. 50 -6.7 -13.6 

45 -.16 -16.06 -8.1 -15.9 

50 -. 77 -19.11 -9.9 -18.3 

55 -1. 75 -22. 73 -12.2 -21.0 

60 -2.95 -27.04 -15.0 -24.1 

All table entries are in degrees. Table is for northbound satellite: for the 
southbound case, interchange the forward and aft values 6Azf and 6Aza and also 
change their signs. Use the same magnitude for B but with opposite sign for 
southbound. Eis independent of satellite direction. The top column headings 
6Azf - Beam 1 and 6Aza - Beam 2 apply to right-side wind solutions in the 
northern hemisphere; the lower headings in parentheses apply to left-side 
southern-hemisphere solutions. For the southbound southern-hemisphere case, 
the sign change and both interchanges of headings and entries are necessary. 
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Table 9-2. Azimuth Error Bias Corrections and Separation Errors: 

Incidence 
Angle 

81 

20 

25 

30 

35 

40 

45 

50 

55 

60 

20 

25 

30 

35 

40 

45 

50 

55 

60 

20 

25 

30 

35 

40 

45 

50 

55 

60 

Left-Side Northern Hemisphere and 
• h * Right-Side Southern Hem1sp ere 

Measurement 
Latitude 

10(-10) 

20(-20) 

30(-30) 

l::,.Azf Beam 4 
(Mza - Beam 2) 

.36 

.42 

.49 

.57 

. 67 

.78 

. 91 

1.07 

1.25 

. 65 

. 92 

1.05 

1.28 

1.52 

1. 79 

2.12 

2.51 

2.90 

1.19 

1.52 

1. 79 

2.12 

2.51 

2. 96 

3.51 

4.14 

4.90 
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l::,.Aza - Beam 3 
(t:,.Azf - Beam 1) 

.19 

.26 

.33 

.41 

.49 

.60 

.73 

.90 

1.07 

.35 

.48 

.61 

.74 

.88 

1.06 

1. 29 

1. 47 

1.77 

.53 

. 71 

.88 

1.06 

1.25 

1.49 

1. 73 

2.00 

2.36 

Bias 
Correction 

Factor B 

. 3 

.3 

.4 

.5 

.6 

. 7 

.8 

1.0 

l. L 

.5 

. 7 

.8 

1.0 

1. 2 

1.4 

1. 7 

2.0 

2.3 

.9 

1.1 

1. 3 

1. 6 

1. 9 

2.2 

2.6 

3.1 

3.6 

Azimuth 
Separation 

Error£ 

. 2 

. 2 

. 2 

. 2 

. 2 

. 2 

.2 

. 2 

. 2 

. 3 

.4 

. 4 

. 5 

. 6 

. 7 

.8 

1.0 

1.1 

. 7 

.8 

. 9 

1.1 

1.3 

1.5 

1.8 

2.1 

2.5 

-

Table 9-2. Azimuth Error Bias Corrections and Separation Errors: 

Incidence 
Angle 

81 

20 

25 

30 

35 

40 

45 

so 
55 

60 

20 

25 

30 

35 

40 

45 

so 
55 

60 

20 

25 

30 

35 

40 

45 

so 
55 

60 

Left-Side Northern Hemisphere and 
Right-Side Southern Hemisphere* (contd) 

Measurement 
Latitude 

40(-40) 

50(-50) 

55(-55) 

6.Azf - Beam 4 
(Mza - Beam 2) 

1.89 

2.25 

2.67 

3.17 

3.89 

4.48 

5.32 

6.33 

7.52 

2.89 

3.42 

4.05 

4.80 

5.68 

6. 72 

7. 96 

9.42 

11.15 

3.45 

4.11 

4.89 

5.83 

6.95 

8.29 

9.88 

11. 77 

14.03 

6.Aza - Beam 3 
(Mzf - Beam 1) 

.66 

.88 

1.10 

1.32 

1. 54 

1.77 

2.03 

2.35 

2.65 

.75 

.91 

1.09 

1. 25 

1.42 

1.55 

1. 66 

1. 75 

1. 64 

.65 

.74 

.83 

.91 

.92 

.82 

.68 

.34 

.37 
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Bias 
Correction 

Factor B 

1. 3 

1.6 

1.9 

2.2 

2.7 

3.1 

3.7 

4.3 

5.1 

1.8 

2.2 

2.6 

3.0 

3.6 

4.1 

4.8 

5.6 

6.4 

:L.l 

2.4 

2.9 

3.4 

3.9 

4.6 

5.3 

6.1 

7.2 

Azimuth 
Separation 

Error e: 

1. 2 

1.4 

1. 6 

1. 9 

2.4 

2.7 

3.3 

4.0 

4.9 

2.1 

2.5 

3.0 

3.6 

4.3 

5.2 

6.3 

7.7 

9.5 

2.8 

3.4 

4.1 

4.9 

6.0 

7.5 

9.2 

11.4 

13. 7 



Table 9-2. Azimuth Error Bias Corrections and Separation Errors: 

Incidence 
Angle 

81 

20 

25 

30 

35 

40 

45 

50 

55 

60 

20 

25 

30 

35 

40 

45 

50 

55 

60 

Left-Side Northern Hemisphere and 
Right-Side Southern Hemisphere* (contd) 

Measurement 
Latitude 

60(-60) 

65(-65) 

l:!.Azf - Beam 4 
(Mza - Beam 2) 

4.38 

5.20 

6.18 

7.35 

8.56 

10.39 

12.12 

14.69 

17.46 

5.43 

6.47 

7. 72 

9.21 

10.98 

13.09 

15.68 

18.61 

22.19 
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l:!.Aza - Beam 3 
(Mzf - Beam 1) 

.30 

.21 

.12 

-.08 

-.40 

-.93 

-1. 75 

-3.12 

-4.97 

-.62 

-1.18 

-1.80 

-2.67 

-3.90 

-5.81 

-8.27 

-11.14 

-14.01 

Bias 
Correction 

Factor B 

2.3 

2.7 

3.2 

3.6 

4.1 

4.7 

5.2 

5.8 

6.2 

2.4 

2.6 

3.0 

3.3 

3.S 

3.6 

3.7 

3.7 

4.1 

Azimuth 
Separation 

Error e: 

4.1 

5.0 

6.1 

7.4 

9.0 

11.3 

13.9 

17.8 

22.4 

6.1 

7.7 

9.5 

11. 9 

14.9 

18.9 

24.0 

29.8 

36.2 

Table 9-2. Azimut~ Error Bias Corrections and Separation Errors: 
Left-Side Northern Hemisphere and 
Right-Side Southern Hemisphere* (contd) 

Incidence 
Angle Measurement 

Latitude 
l:!.Azf - Beam 4 

(Mza - Beam 2) 
Beam 3 
Beam 1) 

Bias 
Correction 

Factor B 

Azimuth 
Separation 

Error e: 

* 

81 

20 

25 

30 

35 

40 

45 

50 

55 

60 

70 DOES NOT GO TO THIS LAT. 

All table entries are in degrees. Table is for northbound satellite: for the 
southbound case, interchange the forward and aft values b.Azf and b.Aza and also 
change their signs. Use the same magnitude for B but with opposite sign for 
southbound. e: is independent of satellite direction. The top column headings 
l:!.Azf - Beam 4 and l:!.Aza - Beam 3 apply to left-side wind solutions in the northern 
hemisphere; the lower headings in parentheses apply to right-side southern
hemisphere solutions. For the southbound southern-hemisphere case, the sign 
change and both interchanges of headings and entries are necessary. 
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l 

s·d 
f t Measurement l 

nnd Orbit Direction 
Table 9-3. Spacecra 

Azimuth An~le 
Quadrant Azimulh of Orbit 

S/C Beams A* Fon:nrd Ant nn Direction ,. 
F''' I A'" F~ 

Side --2 Northbound 
1/2 1 Right 

Southbound 
1/2 3 4 

Right 
,\Z 315° Northbound 

1/2 4 1 Right 

4 1 AZ 315° Southbound 
Right 1/2 

Left 4/3 4 3 Northbound 

Left 4/3 2 1 Southbound 

Left 4/3 3 2 AZ 225° orthbound 

Left 4/3 3 2 AZ 225° Southbound 

*F forward antenna; A= aft antenna. 

t The azimuth angle AZ is in the k 
th 

quadrant if (k-1) • 90° - AZ k • 90° for 
4 AZ is the incorrect azimuth nngl c k n from the GOR SAGS k=l,2,3,. 

record. 

• 11 D ,. is not provided for corrections and azimuth separation errors are smn . ~ 

latitudes beyond 70° or -65° since these higher lotitud contain either ice or 

land. d ir d n•• the higher lati-If azimuth difference angles 6Azf, hAz
8 

or "~ 

tudes, or more accurate values than given in the tobl n r required' the equa
ry cal· tions given below and 0° SASB record data can be us d to mnkn the necessa 

d ta. B is culations. Figures 9-1 and 9-2 summarize the coble bios corr ction a · 

• f f 6 c ps for 20° ::. 81 s: 60'· given as a unction o latitude in 10° incidence nngl 

T bl 9 4 err ors due co a e - shows how the actual wind speed and dir ction 
r and the relative azimuth E oaration error <- vary as a function of chat paramete 

== 400, anl the actual wind directi·on. Th t bl i f l 1 ion e a e s or verc icol po or 7.0t • I f 
a wind speed of 8 m/ s ,· the wi· nd speed i n in units o and direction rrors are g ve 
.1 m/ s and degrees. The 

1 
er azimuch errors are seen to be great r for the arg 
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Table 9-4. Wind Speed and Direction Errors Versus Relative Azimuth Separation Errors 
and True Wind Direction 

Relative Direction of Forward Antenna Relative to Wind Direction (O = Upwind) 
Errors 0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 255 270 285 300 315 330 345 

Wind Speed Errors in Units of .1 m/s 

-20 0 4 8 9 8 4 0 -3 -5 -6 -5 -3 0 4 8 9 8 4 0 -1 -6 -9 -6 -1 

-15 0 3 6 7 6 3 0 -2 -4 -5 -4 -2 0 3 6 7 6 3 0 -1 -5 -7 -5 -1 

-10 0 2 4 4 4 2 0 -1 -3 -3 -3 -1 0 2 4 4 4 2 0 -1 -4 -5 -4 -1 

-5 0 1 1 2 1 1 0 0 -1 -2 -1 0 0 1 1 2 1 1 0 0 -1 -2 -1 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 -1 -2 -1 0 0 1 1 2 1 1 0 0 -1 -2 -1 0 0 1 2 J 2 1 

10 0 -1 -4 -4 -4 -1 0 2 3 4 3 2 0 -1 -4 -4 -4 -1 0 3 5 5 5 3 

15 0 -3 -4 -6 -5 -1 0 3 5 6 5 3 0 -1 -5 -6 -4 -3 0 3 7 9 7 3 

20 0 -3 -7 -7 -5 -1 0 4 7 8 7 4 0 -1 -5 -7 -7 -3 0 5 10 12 10 5 

Wind Direction Errors in Units of Degrees 

-20 -5 1 1 2 3 1 5 6 4 0 -4 -6 -5 -1 -3 -2 -1 -1 5 10 4 0 -4 -10 

-15 -4 0 0 1 2 1 3 4 2 0 -2 -4 -3 -1 -2 -1 0 0 4 7 3 0 -3 -7 

-10 -2 0 0 1 1 1 4 4 1 0 -1 -4 -4 -1 -1 -1 0 0 2 5 1 0 -1 -5 

-5 -2 -1 0 1 1 1 2 2 1 0 -1 -2 -2 -1 -1 -1 0 1 2 3 1 0 -1 -3 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 2 2 1 -1 -1 -3 -2 -1 -1 0 1 1 2 3 1 1 -1 -2 -2 -1 -1 0 1 1 

10 4 4 1 -1 -2 -5 -4 -1 -1 0 1 1 4 5 2 1 -1 -4 -4 0 -1 0 1 0 

15 4 4 2 -1 -3 -7 -4 -1 -1 0 1 1 4 7 3 1 -2 -4 -4 -1 -1 0 1 1 

20 5 6 2 -2 -5 -10 -6 -1 -1 0 1 1 6 10 5 2 -2 -6 -5 0 -1 0 1 0 

PolarizAtjon = V; incjdence angle= 40°; wind speed= 8 m/s. 
·--- --------



separation errors. 

Table 9-4 has been 

1 t Of performance tables of the type shown in A compete se 
parametrically generated for all combinations of the follow-

ing wind states and instrument parameters: 

(1) Wind speeds: 4, 6, 8, 12, and 24 m/s 

(2) 0° to 345° in 15° step~ Wind directions: 

(3) 20°, 30°, 40°, 50°, and 60° Incidence angles: 

(4) Polarizations: horizontal and vertical 

(5) Relative azimuth separation errors (c): i20°, 4 15°, •10°, and 

±50 

The resulting tables are too voluminous to reproduc here, but they 

are in the possession of NASA Langley's E.M. Bracalente. A summnrv of these 

tables is given in Table 9-5 in the form of wind speed and direct ion error 

statistics as a function of e:. The values in Table 9-5 represent the mean, rms, 

maximum, and minimum errors over all wind speeds and directions, all incidence 

angles, and both polarizations. No appreciable mean error occurs for either wind 

speed or direction: the zero mean speed error indicates that the use of the 

incorrect azimuth angle does not bias the wind speed retrieval. The zero mean 

direction error is a direct result of the wind direction bias B having already 

been removed as described above. Therms errors are seen to range from .2 m/s 

to .7 m/s and from 1.4° to 4.5°, depending on~; the maximum absolute errors 

range from .6 m/s to 2.9 m/s and from 3° to 11°. 

Using th e spherical triangle figure and the equations belo~, the cor

rect 0° measurement azimuth angle for any footprint location can be computed from 

the incorrect azimuth angle and a few other location parameters found in the 
basic sensor (SASB) record. Th f 

e allowing parameter definitions are needed: 

NP= north pole 

S/C spacecraft location 

F/P 00 footprint (cell) location 

~DS = spacecraft geodetic latitude 

ft= Earth flattening coefficient= 

9-22 

298.257 

Table 9-5. 

Relative 

Statistics on Wind Speed and Direction Errors 
Due to Azimuth Separation Error 

Azimuth Wind Speed Error, Wind Direction Error, 
Separation mis deg 

Error 
e: mean rms max min mean rms max min 

-20° 0 . 7 2.7 -2.8 0 4.5 11. -11. 

-15° 0 . 6 1. 9 -2.1 0 3.3 8. -8. 

-10° 0 . 4 1. 3 -1.4 0 2.3 6. -6. 

_50 0 . 2 .6 -.7 0 1.4 3. -3. 

+50 0 . 2 .7 -.7 0 1.4 3. -3. 

+10° 0 . 4 1. 4 -1.4 0 2.4 6. -6. 

+15° 0 .6 2.1 -1.9 0 3.3 8. -8. 

+20° .1 . 7 2.9 -2.6 0 4.4 11. -11. 

~s = spacecraft geocentric latitude (not on GDR) 

~F = footprint geocentric latitude 

QS' QF spacecraft and footprint east longitudes 

E = spherical triangle excess 

Az1 
incorrect footprint azimuth angle 

AzC = correct footprint azimuth angle 



l 

<Ps 

A = 

B = 

C = 

a 

s 

NP 

S/C 

-1 [ tan tan¢ (1 
DS - 1_lf1/] 

90° - <Ps 

90° - ¢ 
F 

-1[ cos cos¢ cos¢ 
S F 

cos rn _ 
F Qs) + sinq,s 

set a= 

sin,PF] 

3600 - a if~> 1800 

1 
2 (A+ B + C) 

AzC = A + ( 2 I S a - E) ( mod 360°) 
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9.3 NADIR WIND SOLUTION ANOMALIES 

Caution must be exercised in the use of SASS nadir wind speed data 

(see Subsection 3 . 4 . 3 . 5 , Section 7, and Subsection 8.3.7). Although the model 

function for nadir measurements (6
1 
~ 4°) is known reasonably well [32], rela-

tively large errors in derived wind speed can result for small errors in the o 0 

measurement value due to the small 1 ( 1 s ope sma 1 H-table coefficient values -- see 

Subsection 7.3) in the function o 0 0 (U) f = o or wind speeds U at low incidence 

angles. Higher GDR nadir wind speeds (above ~20 m/s) should therefore be care

fully scrutinized. Sometimes a few isolated high-magnitude nadir winds 

(>30 m/s, say) will be found embedded within a group of other relatively low 

nadir- and primary-swath wind speeds. If such a region of data is not known to 

be associated with a hurricane or tropical storm, then the isolated high wind 

speeds are most likely erroneous to some extent and probably should be discarded. 

The errors in these high wind speeds can be due to either (1) the 

presence of rain which was not accounted for -- or which was insufficiently cor

rected for -- by the SASS atmospheric attenuation algorithm (see Section 6) as 

discussed in Subsection 9.5 and summarized in Table 9-6; or (2) o
0 

measurements 

that are afflicted with a large normalized standard deviation (NSD -- see Sub

section 7.4.4), i.e., a big measurement uncertainty, due to a low signal-to-

noise ratio (SNR). NSDs computed for nadir measurements over water for low-to

medium wind speeds normally range from about 4 to 8%. However, for beams 2 and 3, 

vertical polarization, the antenna side-lobes, through which the nadir measure

ments are made, have relatively low antenna gains and therefore yield a lower 

SNR. The NSD for these beams can run much higher (30-80%) for medium wind 

speeds, especially if associated with a rain attenuation environment. 

Since a _5°x.5° latitude/longitude bin was used for grouping nadir 

measurements in the wind algorithm (see Subsection 7.1.2.4), the effect of the 

Poorer 
o k b beams 2 and 3, V-Pol, will be essentially weighted 

a measurements ta en Y 
· most cases by the superior measurements afforded 

out of the solution process in 

b 
· combinations that happen to fall within the solu-

y the other beam/polarization 
da

ta weighting -- Subsection 7.4.4). However, 
tion group (see wind estimator 

(o
r even one) o 0 measurement(s) fall in a nadir 

in some cases, when only a few 

h em
ents from the inferior beams may dominate. 

solution data group, t e measur 
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Errors in 0° generally are negatively biased (particularly if due to 

uncorrected rain attenuation), which in turn yields an estimate of nadir wind 

speed that is too high (see [32), Fig. 9). (An under-estimat of winds will 

h e 150.) B occur with lower a 0 values in the primary swat , I > Y scanning the 

relevant portion of a a 0 GDR sensor file (see Basic G ophysicaJ Record, 

Table 8-1) to determine (1) if attenuation corrections were genernted, and 

(2) NSD levels, a qualitative case can usually be made for discarding, retaining 

as is, or possibly reducing in value the nadir wind speed solutions in a given 

data set that appear to be pathologically large. 

9.4 * SASS NEUTRAL-STABILITY WINDS, u , AND BOUNDARY LAYER CONSIDERATIONS 

A question that has not been completely answered is "What aspect of 
a wind field is it that the scatterometer actuallv measur S? II This relates to 
what perhaps may be a significant component of the total error in the a 0 -to-
wio d process: the uncertainty in the derived winds due to effects of unmodeled 

atmospheric stratification and additionally to th i k e uncerta n nowledge of the 
actual atmospheric conditions present when the sensor 

measurements were taken. 
Following scatterometer tradition, the model functi·on 

has been constructed in 
terms of the neutral-stability 19.5-m wind. 

However, since the instrument 
effectively measures the amplit d f · 

u e O capillary and short gravity waves at the 
Bragg-resonant wavele th ( 

ng see Subsection 7.1.1), it essentially measures the 
effect*of wind stress on the sea surface. 

It may thus be more correctly described 
as au - or T-measuring device rather than 

friction velocity u* and the 
a U19 _5-measuring device, where the 

wiod st ress Tare related by Ta ou* 2 , with 
P = atmospheric density. u* (or T) is the 

quantity of most interest to ocean-
ographers and meteorologists since it q "fi 

* uanti es the momentum exchange between the atmosphere and ocean. u is a . 
practical parameter that finds frequent use in 

oceanographic applications (even tho h .. 
ug 1t is not ro ti 1 d) . • rtic-ular, Tis used to d. u ne y measure , 1n pa 

rive ocean wave and 
circulation models. 

The SASS model funct· 
ion can be 'd 

t bl • h d consi ered to be an empirical relation es a is e between ao and th f . 

model realizes a 19.5-m 
e e fect1ve 

neutral wind at 19. 5 m. In effect, the 

by transforming what is essentially au* 

wi th a relationship that is valid for a 

neutral wind 
measurement "up" h tote 19.5-m level 
neutrally stable atmosphere. 

This transformation d 
is intrinsic to the 0°-to-win 
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inversion process described in Subsection 7.4 since it has been incorporated 

directly into the G-H model table values (see Subsection 7.3.3) as part of the 

overall wind-to- 00 transfer function. The fundamental question that arises is 

"To what extent do the resulting SASS-derived neutral winds depart from actual 

winds observed at 19 • 5 m for environmental departures from conditions of neutral 

stability at the measurement site?" Whatever the answer, the problem was 

unavoidable: the existence of a wide range of empirical relationships between 
* wind speed and u , the complications of stability considerations, and the 

relative unavailability of stress measurements forced the scatterometer inter

pretation to be developed in terms of neutral stability winds. (The rather 

arbitrary and awkward level of 19.5 mis used because Cardone and Pierson deter

mined that many of the weather ships measured winds with anemometers mounted at 

that mean height. Rather than extrapolate such measurements to a more reason

able height, 19.5 m became the convention and is still used today as a reference 

level. Ten meters is the more corranon reference level used in meteorological 

calculations.) 

Since the scatterometer effectively measures surface roughness, 0° is 

somehow related to wind effects at the sea surface. The relationship between 

winds at the surface and winds measured at some height above the surface is 

dependent on the buoyancy effects of atmospheric stability (the air-sea tempera-

ture difference). For a stable atmosphere with a buoyancy flux downward, the 

momentum from a given wind speed at some height above the sea surface is more 

to the water than for unstable conditions. The wind effectively transmitted 
* 1.·s thus correspondingly higher under stable conditions. stress T (and hence u) 

• si·gni'ficantly less than the sea temperature, the When the air temperature is 
. h ·c boundary layer upsets the rather simple resulting turbulence in the atmosp eri 

relationship that 
* still measures u, 

tally stable atmosphere; the scatterometer applies to a neu r * 

t 1 stability ratio between u and u19 5 no longer but the neu ra - · 
the relationship do not occur over major 

holds. Fortunately, severe variations in 

but they are present at some interesting times, 
portions of the sea surface, 

such as behind a cold front. 
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To account for the variation of surface wind profiles due to 
changes 

in atmospheric boundary layer stratification, empirical corrections can be 

obtained by means of the well-established Monin-Obhukov profiles: 

where 

U(z) = wind speed at a specific height z above surface 

* 
u = surface friction velocity= lt/p 

k von Karman constant~ .4 

z0 = surface roughness parameter 

ljl = 

L = 

stability function for momentum 
logarithmic (neutral stabilit ) 
atmospheric stability effectsy 

Monin-Obhukov length 

which adjusts the simple 
wind speed profile for 

Lis a function f • 

(9-7) 

o instabilities induced by w· d h 
conditions of neutral stability th b in sear and buoyancy flux. For 

. . ' e uoyancy flux is 
length is infinite, and IJ' zero, the Monin-Obhukov 

vanishes; in this case U . 
is called the neutral wind. 

Over land, the roughness 
dependent only parameter 2

0 is generally assumed constant, 
on surface features. 

f However, d 
luid surface · ue to the effects of wind on a 

' zo is dependent on the wind 
Eq. ( 9- 7) can be derived speed over the ocean. While 

from turbulence th 
surface wind (as well eory, th e relationship between z and 

as the shape of the fun . o 
theoretically. Various emp· . ction f) has not yet been derived 

irical models h 
is dependent only on u* and ave been proposed that assume that 
A f increases roughly ~2 

orm for this dependency . as u. ; 
is given in (43]: 

z 
0 

they are summarized in [ 42] • 

'" z (u ) 
0 + a 

3 (9-8) 

where the coefficients 
model al,a2,a3 take on diff 

to model. erent values (including zero) from 
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For each U wind 1 • 19.5 so ution computed for the GDR file, the 
geophysical processor also computes a c d' * * orrespon ing u (see Table 8-1, parameter 

channels 60l-lOOO). u is computed by solving the neutral-stability form 
,': 

('t = 0) of Eq. (9-7), where z (u ) • • b 
0 is given Y the form (9-8) and particular coef-

ficient values. Thus, after first computing a neutral wind solution u
19

_
5 

directly by inverting the model function as described in Subsection 7.4, the 

corresponding friction velocity is derived by inverting Eq. (9-7) (with z set to 
* ,'c 

19,5 m) to obtain u u (u
19

_
5

). 

The form (9-8) is used in the processing to obtain u* from u
19

_
5

, 

although a curious circumstance dictated a choice of values for the coefficients 

a
1

,a 2 ,a 3 that do not correspond exactly to any previously espoused model. 

Kondo's surface layer model (44,45) was the basis for the planetary boundary 

layer model (46) which was used to generate portions of the "intercomparison 

data set" used in the JASIN Workshop effort (13). For consistency, the Kondo 

model -- which does not reduce to the form (9-8) -- was therefore chosen as the 
,'t 

basis for the GDR production for converting u19 _5 to u. However, the decision 

was made at such a late date that form (9-8), which had already been implemented 

into the GDR production software, could not be modified except to change coef

ficient values. It was therefore necessary to find with a fitting procedure the 

values of a a and a that yielded the resulting function (9-8) that best 
l' 2' 3 

approximated (in a least-squares sense) the Kondo relationship. The resulting 
'"it 

correspondence between u
19

_
5 

and u used to generate the GDR friction velocities 

is shown in Figure 9-3. 

Computationally, several iterations of a Newton-Raphson scheme are 

* 
Ul9.5: 

from Eqs. (9-7) and (9-8) with ljl = 0, the 
used to find u for a given 

n+l
th 

iterate value 
* th iterate is found as 

of u in terms of then-

-1 
* (Pn + 'o/"('1'oJ) (❖n + "195'ojb) un+l = 

-1 *2 
(9-4) 

* 
z = alun + a2un + a3 

0 n 

*-1 *2 
Pn = alun - 2a2un 
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Figure 9-3. 
Ul9.5 Versus u* Rel t· a ionship 

Used to Obtain SASS Wind Stress 
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where 

* un = wind stress (cm/s) 

Ul9.5 = input 19 ,5-m neutral wind speed (m/s) 

z = reference height= 1950 cm 

b . 025 (= . 01/k) 

al . 3905 

a2 = 1. 604xl0- 5 

a3 = -.017465 

n 0,1,2, ... 

Iterative forms similar to Eqs. (9-9) are used to compute the formal 

1-sigma standard deviations o ," ( T bl 8 * u' see a e -1, parameter channels 1401-1800) on 

u as a function of o th 1 • u
19

_
5

, e -sigma standard deviations on u19 _5 (see chan-

nels 1801-2200). They are readily derived using 

(9-10) 

and Eqs. (9-7) and (9-8). 

No correction is made to the SASS-derived wind directions to account 

for possible turning of the wind as a function of vertical location through the 

surface layer. Such turning of the wind through the surface layer could be 

a small source of error when comparing SASS winds against observations at various 

heights. It is assumed that the turning angle of the wind in the surface layer 

is generally less than 10° [42]. 

Halberstam [42,47] has studied the structure of the errors that can 

be expected when stability or height factors are ignored in comparing SASS

derived winds or wind stress. He shows that deriving neutral winds at a standard 

height mitigates errors. The neutrality assumption involves only minor errors 

CZ6%) for unstable conditions but substantially larger errors for stable condi

tions. Height adjustments become significant for observation levels close to 
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the surface (<5 m) where the logarithmic profile becomes more pronounced. 
* 

Although differences between various formulations of u can account for up to 

~15% of the stress value, he finds little statistical difference in comparisons 

between SASS and conventional observations as a function of variations in the 
* u formulations. This is probably because the degree of refinement is within 

the combined noise level of the SASS data and the other observations. 

9.5 o° CORRECTION FOR ATMOSPHERIC ATTENUATION 

The algorithm for computing the correction for the SASS two-way 

atmospheric attenuation and the underlying theory is described in Section 6 and 

[22) and evaluated in the latter. Th s tt ti e ea enua on corrections, which account 

for that part of the total atmospheric attenuation of the radar signal that 

exceeds the "clear-air" attenuation, are added to the o 0 measurements before 

the sensor data is inverted to obtain the wind solutions. The clear-air attenua-
tion component (i.e., the baseline signal loss incurred over h t e two-way paths 
through minimally attenuating clear air) is accounted for by different means: it 
is integrally incorporated into the 0°-to-wind model function used to invert the 
sensor data. Although oo attenuation corrections must be nonnegative, the signal 

air can have values computed by the attenuation 
loss beyond that due to clear 

algorithms as small as zero. 
On th e other hand, significant amounts of SASS 

data cannot be corrected for 
attenuation by the algorithm because of the lack of 

overlapping SMMR data (see below). 
To prevent potentiallv ambiguous zero values 

from appearing in the GDR records, a floor value of .01 d,B 
way) is the minimum (two-

attenuation that is entered into the 
attenuation channels (see Table 8-1, 

channels 3401-3600) -- and added to o 0 -- when derived from SMMR data. A 
zero-dB value for a correction is a flag 

1 
th at means no attenuation computation 

cou d be performed for th e corresponding Oo 
add d) measurement (with no correction 

e -- see Subsections 6.3.6 and 8.3.7. 

Since the attenuatio . n computations 
was a right-side-only viewing i· require SMMR T data and the SMMR 

nstrument h B 
SASS measurements taken on the ' sue corrections are computed only for 

right side (b 
SMMR swath 1 earns 1 and 2) of the subtrack. (The 

actua ly extended slight! 
f 1 Y to the left f trip 

0 eft-side nadir (cell 15) d o nadir, allowing a thin s 
ata to be (somet· ) ) 

This means that right .d imes corrected for attenuation, 
-si e SASS wind sol t· 

u ions are derived from attenuated sensor 
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data (whenever possible) and left-side solutions result from unattenuated data. 

Right-side SASS 00 data is, in fact, not always attenuated either since, for var

ious reasons (e.g., data outages, non-overlapping edges of SASS and SMMR swaths), 

SMMR data is not always available in coincidence with SASS data. Attenuation 

outages in SASS right-side sensor data can potentially yield wind solutions 

derived from 0° pairs that are half-corrected and half-uncorrected -- an 

undesirable circumstance if it occurs in a high-attenuation (high rain rate) 

region of data coverage. 

Another problem sometimes occurs at the other end of the attenuation 

spectrum: when the computed attenuation exceeds a certain threshold level 

beyond which the algorithm used is thought to break down (saturate) and to begin 

yielding increasingly unreliable correction values, an upper-end flag value of 
0 

99.99 dB is entered into the attenuation channels (see Subsection 6.3.5). 

measurements for which such corrections have been "calculated" are omitted from 

the wind inversion process; no wind solutions will therefore be found on the 

GDRs that would have been derived from such upper-limit (as perceived by the 

correction algorithm) attenuation environments. Of course, the occurrence of 

these out-of-range conditions can be observed by inspection of the GDR Basic 

Sensor Record (see Table 8-3, channels 390-404). Such a flag could yield useful 
· • t • s It should be noted chat information about high attenuation activi y region• 

many SMMR measurements of ice or partial-ice regions used by the SASS attenuation 

algorithm yield these upper-limit correction flag values, and they will there-

h t e lat itudes where the TOILing process 
fore be frequently found at t e more ex rem 
(see Subsections 6.l-2) has incorrectly flagged ice-contaminated measurements as 

"all-ocean" data (see Subsection 9. 9) • 

i·s set under the following circumstance (see 
The out-of-range flag 

Let 
a be the total one-way attenuation computed for the 

Subsection 6.3.6). 
the reference incidence angle e1 = 49°, and, 

scatterometer frequency 14.6 GHz at 
attenuations computed using SMMR channels 

th .4 dB for the k- Doppler 
furthermore, let a

1 
and a be those 

2 d > 
18 and 37 GHz, respectively. If both al> 3• dB an °2 

is considered to be exceeded and 
cell, then the threshold 
• th . channel for the data frame being processed. 
into the~ attenuation 

99.99 dB is entered 
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Since the right-side oo measurement pairs where overlapping SMMR data 

as Well as all left-side data, have no attenuation corrections was unavailable, 

• d speed errors can result if high rain rates applied, potentially large win 

f • ld f iew o 0 measurements with uncorrected occurred in the Doppler cell ie o v · 

h are underestimated for primary off-nadir attenuation yield wind speeds tat 

(e ~ 20°), since such scatterometer-derived o 0 s will be underswath solutions I 

valued __ see [ 32 J. For nadir-cell measurements the lower values of a 0 result in 

an overestimate of wind speed, since backscatter decrease~ with increasing wind 

speed in this region. 

Table 9-6 summarizes the percent wind speed error that is estimated 

to occur for various rain rates, incidence angles, and polarizations. The wind 

speed error entries have been calculated using the SASSl model function G-H tabh 

(see Table 7-1) along with estimates of the attenuation that the SASS signal 

would suffer for a somewhat simplistic rain scenario. The table percentage error 

values were calculated for the upwind case (x = 0°), where the error is a maxi-
mum -- because His a minimum. These errors are actually derived as the average 
of the results for the two look directions X = oo and X • 90°, which corresponds to a forward- and aft-beam view of the same wind. Figure 9-4 shows wind speed 
errors versus actual wind speed for vertical polarization at various rain rates 
and a nadir and off-nadir incidence angle. The attenuation values given in the 

table do not include attenuation due to cloud absorption (see Subsection 6.3.1.1), 

the effect of which is small (<.4 dB) and results in less than a Si. error in the 

table entries. The attenuation correction upper-limit threshold value discussed 
above occurs for a rain rate of approximately 8 mm/h. 

Bracalente and Fedor (private communication) have recently obtained 

updated average values for the empirical constants Kand p found in the rain 

absorption model equation (6-12) after examining data from several regions and 
several types of storms. 

Using their values (cf., Figure 6-5) and an assumed 
rain column of 3 km that · 

is conSt ant as a function of height, the two-way attenua
tion due to rain at an incidence angle e 
Eq. (6-12): I can be expressed as follows using 

(9-11) 
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___J 
40 

where R is the rain rate in mm/h. The attenuation values given in Table 9-6 are 

derived from Eq. (9-11). 

Using the model relationship given in S 
~1·nd speed U h ubsection 7.3.1 between o

0 

and 
" , t ere results 

-1 
U 10H (0°/10 - G) (9-12) 

where 0° is now in dB units U • ' is in m/s, and G and Hare values derived from the 

G-H table as functions of e d h I an t e relative wind direction X• If the measured 

backscatter value o 0 has suffered an m attenuation, then the actual ocean-surface 

c 0 is given by o 0 o 0 + h m adB' were ndB > 0 is the two-way attenuation. Assuming 

that G and H remain constant for such a variation in o 0
, the "correct" wind 

speed is given by Eq. (9-12), and the uncorrected speed is 

u (9-13) 
m 

so that 

H-1 (0°-0°)/10 
r = U /U = 10 m 

m 

(9-14) 

The percent wind speed error (6U/U)xl00, where 6U = U - U , for Table 9-6 is the~ m 

given by 100(1-r). If a SASS wind user has some knowledge of rain contamination 

in any left-side (or uncorrected right-side) data, Table 9-6 or the above expres 

sions can provide a qualitative correction to the data. 

As seen in Table 9-6 and Figure 9-4, nadir wind speed measurements arl 

very sensitive to uncorrected attenuations -- see Subsection 9.3. If somewhat 

isolated values of high nadir wind speeds appear in the midst of relatively low 

winds, it is probably an indication that (1) rain was present in the solid anglt 

subtended by one or more resolution cells in the region, and (2) at least some 0~ 

this rain was not detected -- or was incompletely detected -- by the attenuatior 

algorithm, and was therefore not properly accounted for. 
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9.6 Go V-V, H-H, AND V-H POLARIZATION PAIRING COMB! 'ATIO~S: 
POTENTIAL RESULTING VARIABILITY IN WIND SOLtiTIO' 
DIRECTIONS 

Wind vector solutions derived from SASS data have not infrequently 

been observed to exhibit considerable variation in (alias) directions as a func

tion of the polarization combination of the paired sensor data used to generate 

the solutions (see Subsection 7.1.2) for data taken in the dual-polarization 

instrument modes (3 and 4). Such direction variation is observed between off-

nadir solutions contained within rather small regions sometimes even between 

neighboring solutions located just a few kilometers apart when there are no 

significant wind gradients in the area. As described in Subsection 7.1.2.3, 

solutions derived from mode 3 and 4 data f l · requent v occur in tight spatially 
clustered groups of three, where the f1·rst b f h i l mem er o t e tr p e derives from the 

measurement-pair type (V,V), the last from type (H,H), and the middle from either 

(V,H) or (H,V) (see, for example, Figure 4-33 in [13]). E h f 
ac o these wind vec-

tor solution groups results from two sets f d" 
o a Jacent fore- and aft-beam cr0 pairs, 

where one of the V- or H-polarized G0 s is used ( 
somewhat redundantly) in the gen-

eration of two of the triple's three solut1.·ons 
-- see Subsection 7 .1. 2. l. It is 

between individual members of such a solut1.·on · l 
tripe that direction variability 

is most often observed: h ( ) 
t e H, V (or (V ,H)) pair solution will show significant 

differences in each of the four (or fewer) 
alias directions when they are compared 

directions offered by the neighboring (V,V) or 
against the corresponding alias 

(H,H) solutions. 
At 

th
e same time, a comparison between the corresponding (V,V) 

and (H,H) alias directions will show 1 
compete agreement (to the accuracy level 

apparent on plots) for nearly all 
occurrences of such triples. A typical vari

ability pattern for a three-alias 
solution triple is 

"{ - (H,HJ 

~~(V,H) 

"\ - (V,VJ 
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SPACECRAFT 
DIRECTION 

-

The cause of this erratic direction behavior in the cross-polarization 

data is not completely known, although the following observations yield a strong 

candidate. The vertical and horizontal polarization components of the SASSl 

model function G-H table (see Subsection 7.3) were derived separately by the 

application of some fitting procedures on disjoint sets of V-pol and H-pol data. 

As a result, relative biases could certainly exist between the V and H model com

ponents due to polarization-dependent absolute NRCS errors or other inaccuracies 

in the data base used. Such relative biases could lead to unstable wind direc

tion determination in those parametric regions of the Q-functional (Eq. 7-9) 

domain where Q, whose local minima yield the various wind vector alias 

solutions (see Subsection 7.4), is least sensitive to changes in its direction 

arguments. Thus, small discrepancies in the observational residuals (the right

hand-side terms in Eq. 7-9), coupled with low sensitivity of the sum-of-squares 

• d solutions with the observed large (Q) to direction, could generate win vector 

Perhaps fortunat ely, only a small fraction (<10%) of the direction variability. 

SASS mission data 

instrument was in 

set consists of this cross-polarization data because the 

single-polarization modes most of the time. 

typ e (V or H) of both cr0 s in each fore-aft Since the polarization 
GDR off-nadir wind solution is given separately 

measurement pair that generates a . . 

( T bl e 8-2 channels 1601-1800), the user can easily omit 
in the SAGS record see a , . . 

b t of) cross-polarization solutions from any application of 
all (or selected su se s EDIS 

III GDR tape copy obtained from NOAA-
th e data, if desired. Note that a type 

1 . process to be performed since . 1 llow this se ect1.on (see Subsection 1.8) w1.l not a 
I GDRs) do not contain the 

these data files (extracted from the complete type 

SAGS records -- see Subse ction 1.6 and Section 8). 

9.7 
S OF FINITE-EXTENT, NON-COINCIDENT 

QUALITATIVE ERROR CLONo~!iu!~~ TURBULENCE, AND IMPERFECT SURFACE 
MEASUREMENT CELLS, 
TRUTH OBSERVATIONS 

SASS 

b in part to determine the 
O

f the Seasat Workshops has een 
The purpose A significant portion e the winds over the ocean. 

ability of the SASS to measur · aside from any 
expended on attempting to explain --

of the workshop work has been h SASS-derived 
• ao to winds -- why t e 

f t·on relating 
shortcomings in the model unc i d by an anemometer on a platform 

with the winds Measure 
winds do not agree exactly 
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located somewhere near the region where the SASS measurements were taken. Along 

with communication noise, attitude errors, and incorrect model function, the 

dominant causes of the scatter found when comparing SASS GDR winds and conven

tional winds are: (1) effects of mesoscale turbulence, (2) non-coincidence of 

fore and aft cells in SASS orthogonal measurement pair, (3) lack of exact space 

and time coincidence between SASS and conventional measurements, and (4) inaccu

rate conventional wind observations. The effect of communication noise and 

attitude errors on a0 is discussed in Subsection 5.4, and the manner in which 

these random measurement fluctuations propagate into random errors in the 

derived winds is discussed at length by Pierson in [48]. The effect of an 

imperfect model function is discussed previously in this section and in numerous 

other cited references. 

The winds reported by SASS are not a measurement of a SOxSO-krn box 

on the surface of the Earth; rather, they are the wind derived by inverting a pair 

of orthogonal backscatter resolution cells separated in time bv up to three min

utes, with each extending over·a region that is approximately 18x6Q km, and 

oriented about ±45° relative to the spacecraft subtrack. These two cells have 
incidence angle diffe e f 2° 

r nces o up to and can be separated by cell center dis-
tances of up to 50 km (see Subsect1.·on 7.1.2). 

incidence angle are d db 
The differences in azimuth and 

accomrno ate Y interpolation of the model function table 

(see Subsection 7•3), but meteorological considerations, examined rather exten-

sively by Pierson (49) and others, are necessary . 
to assess the variations in 

derived wind speed duet • 0 
incomplete sampling of a measurement resolution cell, 

non-colocated cells, and time differences. It is 

sections 3.4.3.3 and 5.2) that a measurement cell 
well to recall here (Sub-

"sample" is actually derived by 
an averaging process applied to a seq f 6 . f h 

uence o 1 overlapping IFOV samples o t e 
surface distributed throughout a 1.89-s 

measurement period. 
measured by SASS will in fact h . 

ave variances due to incomplete area sampling as 
well as to the existence of time and 
between the 

In general, winds 

distance gradients in the actual wind 
corresponding backscatter meas . d 

urement samples used to derive the win • The effects of thes 1 e comp ex sources of" 
the error" are typically not separable from true synoptic wind except h 
SASS . ' per aps on a statistical basis. Nonetheless, each 

measurement is approximately equivalent 
( to an anemometer measurement of a constant) 10-m/s wind t k 

a en over a one-hour period: the number and density of 
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these equivalent "anemometer winds" available from SASS for use in wind modeling 

should therefore yield a significant addition to the existing data buoy-ship of 

opportunity system. 

A related source of some potential scatter is the somewhat arbitrary 

definition of off-nadir SASS solution time-tags and Earth locations as the mid-

h tl.·mes and locations of the o 0 measurement pair that generated each points oft e 

• d 1 • Thus, for example, a solution time-tag can be as little particular win so ut1.on. 

as a few seconds to as much as nearly two minutes removed from the actual times 

that either of the two o 0 measurements was taken, depending on the cross-track 

distance of the measurements from the subtrack (see Subsection 3.4.3). A solu

tion "location" bisects the line joining the centers of the measurement cell 

range from coincidence to a separation distance of up to 37 or pair, which can 
• 7.1.2.1), depending on whether the data results from a 50 km (see Subsection 

one- or two-sided instrument mode. 

arl ·ses when the wind over the area sampled by The complication that 

1 • space at the moment the sample is taken is the scatterometer is variab e in 

obvious. When averaged over the area of a cell that is scanned, the average 

• • 'd with the average wind 
that Cel l need not necessarily coinci e vector wind for f 

derived as the average over a from a local anemometer, 
time interval varying rom 

f This effect of mesoscale 30 minutes, depending upon the plat orm. 
perhaps 8 to of scatter in 

the least understood of all the sources 
variability is probably . . (

491 
An elementary inspection 

h • rea is continuing • this problem, and work int 1.s a · 

r ecord obtained by a ship shows t hat the minute-by-minute var1.a-
of an anemometer The mesoscale 

on the ocean can be large. 
ti .on of the wind over a given point d 

f h • d speed average be 10 to 20 percent o t e win 
fluctuations in wind speed can 

The fluctuations in direction 
over a half hour or more. 

can be 5 to 10 degrees 

t er record is a In general, the anemome 
on both sides of the average direction. b'l"t in the winds over 

. d three-dimensional varia i 1 y 
manifestation of a complicate a kilometer and a 

extends upward at least 
the ocean with a vertical scale that 

lateral scale many times larger. 

anemometer 

by the fact 

If the average wind over 

k ta nearby average ta en a 

dl.• fferent cells that two 

d by the SASS is unequal to a cell scanne 
. th n added significance is taken point, e 

db the SASS (corresponding to a scanne Y 
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wind-generating o 0 pair) do not exactly coincide. Then e v rage of the winds 
f h over 

one o t e cells is not necessarily equal to the average of the winds over the 
The difference between the two average id second cell. w n s cnn be much larger 

than the difference that would result from the gradient of the svnoptic-scale 

If the two cells hav sa~pled disjoint 

regions of the ocean, as is often the case, an 

wind over the distances involved. 

additional source of sc t 
introduced when the wind der. d f h S S a ter is ive rom t e AS measurem ncs is compared to a 

conventional wind measurement. 

Conventional surface "t h" rut measurements of wind either b 
eters or by wind field 1 ' Y anemom-

ana yses derived from kinematic or boundar)' 1 
have id t · f · bl ' aver models 

en i ia e, and at times removable, sources of bins ~nd d ' 
E 1 

~ .. rnn om error 
xamp es include (1) • d • . • . ina equacies in the techniques used co ndj s . . 

in anemometer height (2) ina . u. c for variations 
' ppropriate anemometer averaging time in 

the turbulent relation to 
scatter of the wind field, (3) interferenc 

meas r d b of the air flow being 
. u e Y the presence of the measuring 

d (4) platform, and' in the case of model 
wins, inadequacies in the model used . coupled with a paucity f d 
regions. In addit · . o ata in some 

ion, wind measurements k h ta en by non-scientitic 
ave an inherent accuracy h transient ships 

tat is highly • variable be f 
and casual operating methods. cau~e o lock of calibration 

Therefore wh . 
truth, the observed ' en comparing SASS winds with surface 

scatter must be pa • 1 
current means of . rtia ly attributed to each. There are no 

separating the errors • 
those inherent in th in conventional wind measurements from 

e SASS measurements 
spectral content basis ( 'except possibly on a statistical or 

e.g.' see [12) Subs 
known whether SASS or surface . ' ection III-0). It is not presently 
field• · . tru th is a "better" • this will probabl be . measure of the synoptic wind 
t Y determined onl f 

0 dynamical studies in such . . y rom th e application of SASS winds 
d1sc1p1· ines as weather f orecasting and upper-ocean response to variable winds. 

Much of the 
derived surface truth data used f 

winds for (1) evaluating the or comparison against the SASS-

SASSl model function G-H table is d l~ASS's capabilities, and (2) developing the 

data analyzed is in the form f e ineated and assessed in [50]. The surface 
the GOAS 

O 
spot observ t • 

EX and JASIN experiments d a ions and derived wind fields from 
of various qualit an hurricanes FICO and Ella. Spot observations 

data available being from 
y were considered w· h 

meteorological b ' it the best 
uoys and scientific 

ships devoted to meteorological measurements-
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Particular attention is given 

averages and extrapolations 
to the problem of establishing appropriate 

on the point wind measurements used in generating 

Taylor's hypothesis (the assumption that a the comparison surface wind fields. 

time average can be substituted for a space average) is invoked -- and its merit 

in the preparation of SASS comparison data is investigated __ ,.nth w.... regard to the 

different surface measurement data groups. 

9.8 "MISSING" SASS WINDS: WHY AND WHEN 

The complete SASS data interval of 1820 GMT, July 6, 1978 to 0230 GMT, 

October 10, 1978 is overlaid with numerous sensor d ata outage gaps that accumu-

late to a total of over 13 days for which derived winds will not exist (see 

Table 1-1). After the initial instrument start-up period, these gaps range in 

size from just a single frame of data to several hours and are due to programmed 

and emergency on/off procedures, maneuvers, and minor communication problems 

(see Section 11) as well as to instrument operating characteristics. Figure 9-5 

summarizes the major data outages (greater than one orbit) for each sensor; a 

complete compilation can be found in [5]. Note that no SASS winds will be cor

rected for attenuation during the SMMR gaps (see Subsection 9.5). In addition, 

GDR wind solutions are not derived from significant amounts of existing sensor 

data for a variety of reasons including, of course, the presence of any land (or 

ice) in individual o 0 resolution cell areas as indicated by the (imperfect) 

TOILing process (see Subsection 6.2). Beyond this, there remains a class of 

conditions pertaining primarily to perceived instrument ill health that causes 

candidate sensor measurements to be omitted from the wind inversion process. 

A sizable portion of the SASS sensor data processing by the sensor 

algorithms involved the performance of data stream "housekeeping" and assessment 

functions. This background quality-control processing was responsible for 

inspecting the various status, science, and housekeeping telemetry channels for 

proper instrument operation, channel out-of-range (OR) conditions, and possible 

data stream bit errors. It provided a set of status and quality flags on the 

output sensor records for use in assessing the overall quality of the 0° measure

ment. Whenever possible, the algorithms initiated "anomaly processing" to avoid 

the generation of erroneous data which would otherwise result because of key 

detectable bit errors and/or channel OR conditions. For example, it provided for 
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a continuance of sensor data processing when some or even all -- of the 

four calibration frames in a calibration sequence do not appear in the data 

stream. A complete description of the instrument/data status or quality attri

bute that is described by each flag contained in the sensor records (see 

Table 8-3, channels 750-838, and Table 8-4, channels 404-411), and the conditions 

under which the flag is set, or not set, is found in [3]. 

The SASS geophysical algorithms must screen out sensor o 0 data that 

would yield obviously erroneous wind vector solutions. However, not all o0 data 

quality attribute categories monitored by the sensor algorithms (as given by the 

flag channels listed above) are such that an "on" flag condition is sufficient 

grounds to rule out the use of the associated c 0 in computing a wind solution. 

For example, if o 0 s were judged on the basis of the data quality summary flag 

an overall quality flag that is set according to the Boolean sum of all main

tained science and calibration quality flags that might indicate a possible prob

lem with one or more of the 15 Doppler channel measurements for that particular 

frame of data (see DQS flag description in [3], Sections 2 (algorithm S-00), 

3, and 4) -- some potentially good wind solutions would have gone uncomputed as 

a result of data screening that is too stringent. GDR wind solutions are there

fore computed, or not computed, on the basis of the following subset of the 

flags contained in the 0° sensor record. If any one or more of the six flags 

is on (a 

from the 

EDQFl(B8) 

EDQF2(B2) 

EDQF2(B6) 

EDQF3(Bl) 

EDQF3(B4) 

EDQF3(B6) 

(Transmitter Off) 

(Receiver LO Lock) 

(Transmitter Lock) 

(Antenna Port Mismatch) 

(Footprint Location Data Not Available) 

(IFA/ISLO Mismatch) 

) the ent ire frame of data (i.e., all 15 o
0

s derived 
negative condition, 

15
_Doppler cell set of data from one antenna illumination pattern -- se~ 

Subsection 4.5) is rejected from consideration 

if any one or more of the three flags 

for wind computation. In additio· 

DQFk(B5) 

DQFk(B6) 

DQFk(BlO) 

(VSPNk Out of Range Low) 

(VSPNk Out of Range High) 

(Antenna Angle Out of Range) 
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f the k th Doppler channel is rejected 

k' th e oo measurement or 
is on for a given 

Wl
'nd computation, fork= 1,2, ••• ,l'.>. With regard 

on an individual basis from 

to sensor data quality, the implications 
of an "on" setting for only two of the 

above flags will be discussed here. 

flag on indicates a certain probable class 
The antenna-port-mismatch 

of apparent data 
d 

due to frame synchronization errors, 
frame-sequence disor ers 

The implication is that there is an inconsis-

and that which is implied by 
telemetry stream bit errors, etc. 

tency between the expected antenna port number 
In such cases an adjustment is made so 

antenna beam/polarization indicators. 
Even so, the infrequent 

that the output sensor data is most likely valid. 
occurrence of such a condition coupled with the risk of incorrectly "adjusting" 

such data dictated that it be excluded from processing beyond th· 0° level. 

Due to frequency and duration of occurrence, n more significant 

abnormal condition is indicated in the data whenever the footprint-location

data-not-available 'flag is on. At various times in the mission data set, the 

IDPS (see Subsection 4.4) was unable to compute measurement cell location param

eters. This typically happened over short bursts of data early in the mission 

because of attitude control problems (see Subsection S.6.1.3). The number of 

such occurrences is currently unknown, but a complete account of the Seasat 

spacecraft attitude determination system and the attitude control knowledge and 

error histories over the mission time-span as they relate to the various sensors 

is given in [51). The SASS sensor algorithms carried the processing of 

unlocated data to the point of received PR (see Subsection S.6.2) and no 

further -- corresponding output sensor data records therefore contain invalid 

o 0 values. 

In addition to status flag rejection criteria, wind solutions are not 

generated for any ok for which ok. < -SO. dB, or 0 k > 20. dB, fork= 1,2, ••• ,1
5
; 

the thinking here is to reject any measurements that fall outside of reasonable 

magnitude bounds. Note that this test will screen out all oo measurements that 

have received an out-of-range (high) attenuation correction (sec Subsection 9,S), 

If the computed noise level of a backscatter coefficient gets too high, the measure-

ment is also precluded from geophysical d rived processing: wind solutions are e 

only from 0° for which s < he k N Dk - lOO., for the normalized standard deviation int 
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percent units found on the GDR ( s b • see u sections 5.4 and 7.4.4, and Table 8-3, 
channels 330-344). This rejection d' • con 1t1on usually corresponds to a low-wind 

angles. In the region of a weather environment, particularly at higher incidence 

low, this will often result • th in e absence of any solutions with speeds less 

than, say, 3 or 4 m/s. 

The final criterion for reJ·ecti'ng 1·ndi'vi·dual o o measurements from 

GDR wind consideration -- and perhaps k a ey one -- is the algebraic sign of the 

measured reflected signal power. 

tity such as the returned signal 

The true value of a physically realizable quan

(see Subsections 5.2 and 5.3) must, of power PR 
course, be a non-negative number. Due to 

this measurement -- which allows a signal 

the averaging technique used to compute 

to be extracted from a low-SNR signal

plus-noise many times when it would be otherwise impossible -- the resulting 

PRk is a statistical quantity rather than a deterministic one. Therefore, in 

lower returned-power situations (typically associated with lower surface-wind 

conditions), the computed PRk's can take on positive, zero, and negative values 

in a stochastic manner. The magnitude of negative PRk's is thought by some to 

have useful information (see (48)) -- if in a statistical sense -- for wind 

extraction. Such magnitude information is therefore retained in the GDR o
0 

sensor records (see Table 8-3, channels 435-449) and the negative-PRk situation 

is appropriately flagged (DQFk(B7) = 1, PRk = -300. dBw, and Ok< -100. dB) 

on a cell-by-cell basis. "Negative PRk" o~' s found on the sensor file are 

thus easily distinguished, and should be of no value to most users: the 

current geophysical algorithm bypasses all such data in the generation of 

GDR wind solutions. 

Instrument operating characteristics and algorithm design yield the 

final classification of what may appear to be "missing" wind solutions in a swath 

of data. If a particular off-nadir forward-beam o
0 

measurement resolution cell 

does not have a matching orthogonal aft-beam o
0 

cell (or vice versa) within a 

radius of 37 km for a single-sided instrument mode (50 km for a double-sided 

mode), it does not participate in the GDR inversion process (see Subsection 7.1.2). 

Among other things, this means that a significant number of unmatched cells in 

th d Portl
·on of the wider forward or aft swath, as well as a 

e outer non-overlappe 
· swath-edge cells, do not generate wind solu-

smaller number of unmatched inner 
tions (see Subsection 3.4.3). In addition, computer buffer-size limitations can 
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cause the pairing algorithm to occasionally delete or th ogonal measurement pairs 

that would otherwise be solution candidates (i.e., wi th in diS t ance tolerances) 

see Subsection 7.2. Finally, a SASS calibration data cycle (four consecutive 

data frames extending over ~9 s see Subsection 4.5) that occurs nominally 

about every four minutes (~1600 km ground track) in the data stream will create 

a thin X-shaped gap (for a double-sided mode) centered about the nadir point 

in the wind-solution swath due to the resulting absence of 0° data in that 

region. A mode change (which also initiates a calibration cycle) from a left

side mode to a right-side mode, or vice versa, as well as a GDR-tape start-up 

will create a triangular-shaped gap (with vertex at nadir) of unpaired measure

ment cells and can also cause occasional solution losses due to algorithm 

buffering pathologies (see Subsection 7.2.6). 

Conceivably, a user could investigate the cause of missing wind data 

in a cr0 -covered region of high interest for the purpose of developing, say, a 

limited solution gap "fill-in" procedure. A c 1·0 t f h ur us aspec o sue a process 

is that characteristics of cand;date cr0 th 1 i ,. or ogona pa rs are easily investigated 

only if they appear in the Supplemental Geophysical Record (see Subsections 8.2.2.3 

and 8-3.8) -- a circumstance that only occurs if the pairs have already been 

processed to winds. 

9.9 ICE "WIND" SOLUTIONS 

Just as there are solutions 11 
missing" from the GDR as dis cussed pre-

viously, there are a significant number of "winds" present that should not be 
there. The h se are t e solutions derived f rom higher- and lower-latitude c 0 data 
that is contaminated with ice. M 

easurement cell regions that contain 
icant amount of ice will yield b 

. ackscatter values whose dependence on 
face wind is, at best, unknown The . 

• static TOIL ocean/land data base 

any signif

local sur

used to 
determine whether resolution 

cells are "all-ocean" is misnamed with regard to 
the ice ("I") component ( see Subsection 6.1) since it contains no information 
relating to ice regions that 

. are variable in time. In fact' ssen t ially all ice 
regions away from continental bo d . 

o un aries are labeled as "ocean" in the data base, 
cr measurements that have b een corrected f d 
SMMR d or attenuation using 1·ce-contaminate 

ata will often (but not always) r . d 
flag (see Subsection 

9 
S) eceive the upper-end threshold-exceede 

• , and will h 
t erefore be correctly omitted from the 
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inversion process. However, since most ice-contaminated data that is 

uncorrected for attenuation (and some that h b as een corrected) will yield 

spurious winds, users of GDR data from the more extreme latitudes will have to 

carefully scrutinize the solutions and perhaps develop an editing procedure. 

SASS wind solutions can be located at latitude extremities up to about 

±78°. Certainly any solutions located at latitudes greater than 70°N (and less 

in some regions) in the northern hemisphere and lower than 62° - 65°S in the 

southern hemisphere should be viewed with suspicion. Of course, these are 

average limits since ice boundaries varied over the three-month duration of the 

Seasat mission. 

A possible procedure for screening out contaminated data could be 

based on ice maps, such as those provided by Fleet Weather Central. Figure 9-6 

is an example for the southern hemisphere (polar projection) for the week of 

July 27, 1978, the fourth week of the SASS data interval. Similar data is avail

able for the northern hemisphere. Naturally, the resolution of the SASS measure

ments is considerably higher than the accuracy that can be expected with most ice 

truth data on a global scale. At any given time, there are inherent difficulties 

in establishing some ice/ocean boundaries because of the variable nature of ice 

edges. Complete error-free editing of ice-contaminated SASS data is thus a goal 

that probably cannot be reached for the entire data set. 

A signature in the derived wind magnitudes as the SASS swath passes 

from ocean to ice (or vice versa) has been consistently observed in the data 

and could therefore yield an intrinsic method for discriminating sizable portions 

Because Of t he backscatter response, the signature 
of the ice-contaminated data. 
is more revealing for larger incidence angles; the ocean-ice transition evidence 

in the (wind speed) signal tends to disappear as the inner edge of the off-nadir 

h d It must be emphasized that the signature is not 
primary swath is approac e. 

Contr adictory, and can itself be contaminated by 
always observed, is sometimes 

· d • ment in the region containing a 
the presence of a high and variable win environ 

suspected ocean/ice boundary. 

Nonetheless, some typical 
observed effects are shown in Figure 9-7, 

h 
. h SASS wind-solution swaths consisting 

where southern emisp ere 

tl.·ve orbits in September are plotted. 
segments from two consecu 
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of (northbound) 

The derived wind 
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numbers placed near each solution (showing 
speeds (m/s) are indicated by the solutions are shown simply as a sequence of 
alias directions) location; nadir 

ft subtrack, 
speeds tracing out the spacecra 

For outer swath-edge incidence angles (see boxed-in regions 
(1) 

(2) 

(3) 

(4) 

• e abruptly over the transition 
labeled A, D), speeds increas 

8 20 11-24, etc. 
from ocean to ice; e.g., - ' 

Over the inner primary swath-edge incidence angles, 

20
0 ~ a

1 
~ 30° (see regions B, E), speeds decrease slightly 

onto the ice; e.g., 4-2, 17-11. 

For nadir speeds, two different signatures are seen: (a) the 

magnitudes will drop noticeably lower for one or two solutions 

and then abruptly increase moving from ocean to ice (see 

regions C, F), or (b) magnitudes will jump up immediately at 

the ice edge. 

Finally, if derived speeds are quite high over the ocean 

(greater than, say, 20 m/s), the magnitudes will drop abruptly 

and noticeably for all incidence angles across the swath, 

including nadir. 

Figure 9-7 is a selected example; sometimes the speed changes are 

small for the outer incidence-angle solutions, and are imperceptible throughout 

the remainder of the swath as the solutions move from ocean to ice. 

9.10 LAND "WIND" SOLUTIONS 

The land/ocean resolution (TOIL) processing of the o 0 data as 

described in Subsection 6.2 is also a potential cause of erroneous GDR wind 

solutions. The five-points-per-cell examination scheme used for detecting lao<l 

anywhere within a Doppler resolution measurement area (see Figure 6-3) will yield 

an incorrect "all-ocean" designation for a scenario such as 
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Related errors are also clearly possible because (1) the TOIL land/ocean data 

base used has a finite (5'x5') resolution as well as an advertised inherent 

absolute accuracy no better than 5-9 km, (2) attitude pointing errors (see 

Subsection 5.4.1.2) yield Doppler measurement cell location (1-sigrna) uncertain

ties typically in the 3- to 10-krn range, and (3) the four corners that are 

actually checked do not coincide with the Doppler measurement cell corners for 

cells that are rotated from a north-south alignment (see Figure 6-1). 

SASS sensor measurements that have been erroneously flagged as "all

ocean" will yield "wind" solutions with error components probably ranging from 

imperceptible to completely evident. GDR wind solutions located near any land 

boundaries -- particularly small islands -- should be carefully scrutinized for 

such errors. 

9.11 STANDARD DEVIATIONS ON WIND SOLUTION ERRORS 

The 1-sigma standard deviation ou19 _5 on a wind speed solution u19. 5 

is computed as part of the geophysical least-squares estimation process (see 

Subsection 7.4). For each refined alias solution (u 19. 5,y) = ~U,y), where U is 

given by an algebraic expression equivalent to Eq. (7-23) and Y is given by a 

similar relationship, the wind speed standard deviation is derived from the 

parallel form 
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2 
a = 

Ul9.5 if dL dy exp [- ½ 
R 

(9-15 

The standard deviation on the direction solution y i 

Finally, the standard deviation on the wind tr 

im11 r 1 v computed 
:It • 

olut1on u is iven in 
t:rms of cru19 _5 by Eq. (9-lO). These computed l- i m t ndard deviations on 

u ' Ul9.5' 
Table 8-1) 

and direction are contained in the b 

in channels 1401-1800, 1801-2200, 
ic ophy ic l record (see 

nd 2601-3000, rct.p ctively. 

As absolute measures of solution nccur ci 
wind solution • 

th ~ form lly computed 
error standard deviations should not b n too literally. rney 

0
-to-wind model func-

are derived ass • h . urning tat (see Subsection 7.4.3) () 

tion used to generate wind solutions d 1 accurately duplic t he real-world "true" 
mo e function to within a small (.7 d ) B and random rror, (h) th 
on the o 0 measurements is a e total noise 
logarithmic (dB) . random variable chat i normnll • distributed in 

units, and (c) the normalized standard 
computed by th e sensor algorithms (see [3] and ch nn l 
reflects the error in the 
lated. sensor measurements -- which 

devin tion (.'SD) on a0 

3601-3800) accurately 

1 ssumcd to be uncorre· 
The computed wind solution 

h 
error levels "r l f t e extent that these . u t l r ore realistic only to 

assumptions are true. 
Prob bl 

A pruden u er f h d ld 
a Y employ these solution o t e a ta wou 

error measures primaril v 
rather than to determine absolute, quality. 

o discriminate relative, 

9.12 TELEMETRY STREAM BIT ERRORS 

Random or 
offer sporadic errors occurrin in th another potential g t l m try data bit streac 

cause of spuri 
broadly defined h ous GDR wind solutions. These errors a~ 

ere as any that can occu 
eral operational stage f r ao d remain undet cted at any of sev· 

s a ter (and i 1 
quantity . nc uding) on-bonrd r 'Cording that cause a 

er atcd by GSFC (which 
contained in a f u 

inal PMDF DOF 
form the input to the JPL S , ' or DAF tape 

easat pro 
value different f cessing chain -- se Sect ion 4) to have a 

rom that gene 
expended to impl rated by the 

ement schemes at the GSFC , 
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spacecraft. Considerable effort was 

IDPS, and ADF (sec Figure 4-1) 

e e ects o such errors in the final processing levels to detect and miti·gate th ff f 

derived geophysical parameters. In many cases, "problem" data was deleted (or 

marked for deletion) at the point of detection in units of entire minor or major 

frames (see Subsection 4.4.2.9) or even multiples of such frames. While no 

definitive error rate has yet been established for the overall Seasat telemetry 

data, various estimates have been as high as one bit in 10
4 

-- a rather high 

rate indeed. Furthermore, there is no current estimate of the number of such 

errors that have passed through undetected into the SASS geophysical solutions. 

On the positive side, very few anomalistic GDR wind solutions hnve 

been observed to date that can be directly traced back to bit errors in the 

telemetry. This is presumably due primarily to the data screening employed and, 

in particular, to the set of quality checks implemented into the SASS sensor 

algorithms that ask the basic question "Do the derived values for the v' measure

ments, their uncertainties, and their locations make sense within the range of 

conditions expected for the operational characteristics of the instrument?" If 

the answer is "no" so that further processing of the offending 
0

's into geo

physical solutions would probably yield erroneous winds, they are summarily 

rejected (see Subsection 9.8). 

Naturally, the detectability of a bit error (or a "burst" of such 

errors) as well as the impact of such an error on a set of derived wind solutions 

is very dependent on its location within a telemetry block. 
An error in the 

lowest-order bit of a Doppler channel voltage measurement, for example, would 

probably have little effect on a final derived wind and would also most 
· h (1) quality checks at any processing level, or 

likely not be detected by eit er 
It is hoped that bit errors that could result in the 

(2) a user of the data. 
wind solution are typically those very errors of 

either detected by the present data screening 

by examination of solution fields by the final 

significant corruption of a 

such magnitude that they are 

algorithms or, failing this, 

arbiter -- the user himself. 
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SECTION 10 

FACTS, OBSERVATIONS, AND OTHER HELPFUL HINTS 

10.1 INTRODUCTION: ORBIT AND SWATH COVERAGE CHARACTERISTICS 

The Seasat orbit was nearly circular, with an inclination of ~108°, 

a period of "'101 min, and an altitude of "'800 km. The spacecraft circled the 

Earth 14-1/4 times a day with consecutive ascending equatorial sub-track crossings 

(longitude of ascending node relative to the rotating Earth) progressing westwardly 

with a mean separation of about 2800 km ("'25.1°). This results in equatorial 

crossings distributed around the globe approximately 470 km apart after any three

day interval. The ground-track was repeated (within a small tolerance) every 17 

days for the time period between June 27, 1978 and August 27, 1978. During this 

phase of the mission, the equatorial crossings were spaced approximately 88 km 

apart after any 17-day interval. From August 27, 1978 to the mission termination 

on October 10, 1978, the orbit configuration was in a three-day-repeat mode in 

which the minimum equatorial crossing distance was 470 km. Approximately 95% 

coverage of the global ocean surface is possible with the SASS swath (see 

Subsection 3.4.3) in a 36-h period. For a double-sided SASS instrument mode, 

swath edges from successive orbits are separated by about 12° longitude at the 

equator and begin to overlap beyond about ±51° latitude. Swath latitude 

extremities can reach about ±78°. Over the course of the mission, an average 

of over 12,000 nadir- and primary-swath ocean-surface wind observations are derived 

from the (paired -- see Subsection 7.1.2) SASS sensor data per orbit. 

The remainder of this section presents a small collection of facts and 

observations that will hopefully further assist the user in understanding and 

applying the SASS GDR data. 

10.2 COUNT BREAKDOWN OF TOTAL SASS DATA SET BY POLARIZATION, SWATH REGION, 

AND ATTENUATION CORRECTION LEVEL 

d 1 · contained on the complete SASS There are 15,910,267 win so utions 

I (see Subsect 1·on 1.6) GDR tapes. This includes a small 
mission set of 381 type 

• h ·s a data overlap of approximately 10 minutes 
redundancy of solutions since t ere 1 

1) A breakdown of the complete solution set 
on each tape (see Subsection 1.6. • 

Solut 1·on-type categories generated by various 
into subtotal counts for key 



• sensor data attributes, i.e., (1) swath region, combinations of the pr~mary 

( ) 1 f attenuation correction, is given in (2) polarization type, and 3 leve o 

Table 10-1. Note, for example, that the total number (14,593,227) of primary 

(off-nadir) swath solutions is composed of 72.8% V-V polarization-pair data 

(i.e., both members of the solution-generating oo pair are vertically polarized), 

18.0% H-H data, and 9.2% cross-polarization (V-H or H-V) data. Also, note that 

only 27.1% of the primary swath data has been fully corrected for attenuation; 

i.e., both 0 ° 1 s in a solution pair have been corrected (with correction magnitudes 

less than the threshold-exceeded value -- see Subsection 9.5) by the attenuation 

algorithm, while 4. 2% of the off-nadir solutions have been derived from o0 pairs 

composed of one corrected and one uncorrected measurement. 

10.3 ALIAS-TO-ALIAS VARIATION IN VECTOR SOLUTION SPEEDS 

The magnitudes of the four (or fewer) alias speeds can differ from each 

other by over 1 m/s for a given primary-swath solution, although the typical 

variation remains within ~.5 m/s. In the absence of ground truth which could 

provide guidance for selecting a particular alias, the best wind-speed value to 

use is often the average of the alias speeds for a wind solution. Similar 

reasoning applies to the four or fewer u* alias friction velocity magnitudes 
derived for each off-nadir solution. 

10.4 
BENIGN SOLUTION RELATIVE PROBABILITIES 

The relative probability values associated with each of the candidate 
aliases constituting a primar th · d 1 

y-swa win vector solution (see Table 8-1, channe 5 

3001-3400, and Subsections 7.4.6 and 8.3. 7) should, for all practical purposes, be 
ignored. Despite the beckoning label d s . . 1 

e criptions, the contents of these channes 
will rarely assist the SASS data user 

II 

t" 
, except by chance, in making the correc 

choice among the multiple alias solutions. 

demonstrate some small statistic 1 d Even if these probabilities were to 

a egree of skill in removing ambiguities, there 
is apparently no means of predicting h h 

t e specific solution circumstances that t ey could be successfully applied to. 

implied by the pare· 1 icu ar ordering 
four alias wind speed and d 

In addition, there is ~ preferential ordering 

found for alias solutions contained within t~ 

irection channels (channels 1001-1400 and 2201- 2600) 
in a geophysical record. That is th " ·ust 

' e WIND DIR 1ST SOL" is, on the average, J as likely to be closest to the " " . 1 · ses 
true wind direction as is any of the other a 1a for a wind solution. (I 

tis also just as likely 
direction.) to be farthest from the true 
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Table 10-1. Polarization-, Swath-, and Attenuation-Count Breakdown of 
Total SASS Data Set 

GRAND TOTAL 
15,910,267a 

TOTAL 
PRlt,(.ARY 

14,593,227 

TOTAL 

FULL ATTEN 

,642,2 UNATTEN 
TOTAL HH f 

PORT 1/2 ATTEN 

2,628,699 -{FULL ATTEN 
STARBOARD 1/2 ATTEN 

986,431 UNATTEN 

FULL ATTEN 
PORT 1/2 ATTEN 

[ 

659,0 UNATTEN 
TOTAL CROSS 

l 342 888 . -{FULL ATTEN 
' ' STARBOARD 1/2 ATTEN 

683,885 UNATTEN 

0 
0 

5,463,673 

3,074,611 
460,704 

= 1,622,652 

0 
0 

= 1,642,268 

492,319 
90,580 

403,532 

0 
0 

659,003 

393,759 
60,524 

229,602 

FULL/PARTIAL£ 
PORT ATTENUATION= 373,968 

468,983 

[ 

84 2, 9 UNATTENg = 

NADIR ------ -{FULL/PARTIAL 
1,317,040 STARBOARD ATTENUATION= 

474,089 UNATTEN = 
314,391 
159,698 

GRAND TOTAL -------, 

PRIMARY FULL ATTEN 
PRIMARY 1/2 ATTEN 
PRIMARY UNATTEN 
NADIR FULL/PARTIAL ATTEN 

3,960,689 
611,808 

= 10,020,730 
608,359 
628,681 15,910,267 

NADIR UNATTEN = 

aNumbers are total Count for particular category solution 
over complete mission 

data set. 
bSolutions 
csolutions 
dSolutions 

1 i ation oo pair. 
derived from V-V po ar_z b th measurements corrected 

0 ° air with O t derived from P . f the two measuremen s 
derived from oo pair with one o 

for attenuatior • 
corrected for 

nt corrected for attenuatio .. 
o ir with neither measureme ement corrected fv· eSolutions derived from O pa O p with one or more rneasur 

1 
f a "bit" 

attenuation. 

f • d from o grou 1 tions resu t rom Nadir solutions derive . 7 1 2) that nadir sou 
attenuation. Recall (Subsection • • 
of one or more measurements. f oo measurements none of which are cor-

gNadir solutions derived from a group 0 

rected for attenuation. 
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10. 5 SENSE OF WIND SOLUTION DIRECTIONS 

GDRs are defined with the meteorological con
Wind directions on the 

and are measured clockwise from the north 
in the "out-of" sense, 

vention, i.e.' an alias direction of 450' the solution "wind" 
over the range 00-3600. Thus, for 

is blowing out of the northeast. 

10.6 

system, 

GEOCENTRIC WIND SOLUTION LOCATIONS 

GDR solution location latitudes are given in the geocentric coordina~ 

whereas most maps and geophysical location referencing is with respect to 

an implied geodetic coordinate system. 

the angle that the normal to the Earth 

The geodetic latitude at a location is 

reference ellipsoid at the location fo~s 

( • 8 2) the maximum difference between the with the equatorial plane see Figure - : 

( • at :?:45° latitude) is .19°. For most geocentric and geodetic latitudes occuring 

applications where high-resolution wind locations are desired, GDR data users 

will want to convert the geocentric latitudes to the geodetic system. A simple 

form with which to make this conversion is given by Eq. (8-1). 

10.7 GDR SUPPLEMENTAL GEOPHYSICAL RECORD 

The SASS Supplemental Geophysical Record (SAGS) is discussed at some 

length in Section 8 (viz., Subsections 8.2.2.3, 8.2.2.4, 8.3.4.2, and 8.3.8). 

Essentially, the SAGS contains the paired sensor data (o 0 's and supporting 

parameters) used to generate, and organized in the same manner as, the (100) wind 

solutions contained in the corresponding Basic Geophysical Record (see Subsection 

7.1.2, Cell Pairing). Geophysical data and all corresponding paired sensor data 

used in the wind inversion process to generate particular wind solutions may there

fore be easily extracted from the two matched records. The SAGS record appears 

on the GDR almost exclusively for facilitating "inverse" investigations of geo

physical data: particular wind solutions that appear to be pathological, or other

wise in need of further scrutiny or screening, can easily be traced back to theU 

two oo measurement progenitors for a more detailed sensor-level study. Note that 

since oo-pair polarization (V or H) information is contained exclusively in the SAGS 

record, this record must be "cracked" b S might, for example, Y any ASS data user who 
desire to delete all cross-polarization (V-H or H-V) solutions from his application• 

Note further that a type III GDR tape copy that might be obtained from NOAA-EDIS 
does not contain the SAGS record. 
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lO. 8 ERRATIC SOLUTION ORDERING WITHIN GEOPHYSICAL RECORD 

Time-tags and locations of successive wind solutions within a GDR 

geophysical reco rd , as well as those crossing record boundaries, may appear to jumi 

around erratically in a disconcerting manner. This is normal and, in fact, is a 

result of the cell pairing mechanism (see Subsection 7.2) that delineates solution 

candidate sensor measurement pairs and further prepares them for wind-extraction 

processing. The order in which this pairing occurs, which is somewhat random in 

space and time within a pairing "window" that moves along with the SASS swath, 

establishes the physical order of the resulting solutions within the geophysical 

records. Aside from this rather small-scale (high-frequency) "jitter," successivt. 

solution time-tags and locations move globally along with the window in an averagl 

sense, paralleling the wiridow center to within a few minutes time and degrees 

location. Thus, the gradual intra- and inter-record trend is solution time-tags 

that increase chronologically and locations that follow the SASS swath. 

If the use of the data involves the application of blocks of solutions 

extracted on a start- and end-time basis, the nonmonotonic time-tags add a slight 

complexity to the processing. If all relevant data is to be found, the block 

extraction mechanism must scan a GDR file 3-4 minutes, say, before and after 

what would otherwise appear to be the first and last solution within a time 

block. d to the extr action of data for a fixed region. Similar logic also exten s 

Orderi ·ng ~i·thi·n the various record types contained inc: A full discussion on data w 

SASS GDR will be found in Section 8. 

10.9 MIXTURE OF NADIR AND PRIMARY SWATH SOLUTIONS WITHIN GEOPHYSICAL RECORL 

d . the previous subsection, nadir Due to factors discusse in 
d 1 intermingled within a 

nadir swath solutions are more or less ran om Y 

A the Off-nadir subset, user can easily extract 
say, by rejecting all 

with incidence angle 0
1 

less than 15°-
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and off-

GDR record. 

solutions 



SECTION 11 

MISSION OPERATIONS LOG 

This section contains a listing of selected significant events that 

occurred during the Seasat mission. The list does not include each event of a 

series of repetitive operations such as SAR passes or SASS mode changes or ground-

command ed heater cycles. 

The operations log reproduced here starts with the engineering assess

ment phase of the mission. (The ascent sequence log is not included.) All 

instrument- and attitude-related events have been included. 

GMT REVOLUTION EVENT 

ENGINEERING ASSESSMENT PHASE 

184/14/13/51 94 ALT first turned on -- station down -- did not get data 

in real time (standby mode) 

184/14/29/10 94 ALT off 

184/16/43/06 95 ALT turned on (standby mode) 

184/16/ 56/ 34 95 ALT turned off 

184/19/12/49 96 
ALT second turn-on (standby mode) 

184/19/17/04 97 ALT data, Tl* 

184/19/22/14 97 ALT standby mode 

184/20/56/00 98 ALT turned off 

184/21/33/47 98 
ALT third turn-on (standby mode) 

similarly, for T2, T3 and T4. 
*Tl refers to altimeter track mode one; 
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GMT 

184/21/38/03 

184/21/42/15 

184/23/06/53 

184/23/23/00 

185/00/01/00 

185/00/52/20 

185/01/01/43 

185/03/44/33 

185/03/56/34 

185/04/14/17 

185/04/18/39 

185/04/26/17 

185/05/56/00 

185/05/27/11 

185/05/31/00 

185/05/43/13 

185/05/53/53 

REVOLUTION 

98 

98 

99 

99 

99 

100 

100 

102 

102 

102 

102 

102 

102 

103 

103 

103 

103 

EVENT 

ALT data, T2, T3 

ALT standby mode 

SAR early turn-on 01 

SAR turned off 

ALT turned off 

SAR early turn-on 02 

SAR turned off 

SMMR early turn-on Dl 

SMMR turned off. Turn-on not accomplished due to impro

per mode of the SMMR for accepting turn-on commands. 

ALT fourth turn-on (standby mode) 

ALT data, T4 

ALT standby mode 

ALT turned off 

Rerun of SMMR early turn-on Cl 

SMMR turn-off; turn-off not accomplished 

SAR early turn-on #3 

SAR turned off 

11-2 

185/06/16/48 

185/06/22/26 

185/07/41/35 

185/07/50/40 

185/08/44/36 

185/08/53/30 

185/08/56/01 

185/ 09 / 2 6/ 08 

185/11/23/50 

185/11/44/47 

185/12/05/29 

185/12/24/39 

185/14/45/05 

185/14/55/11 

185/17/15/50 

187/03/09/51 

187/03/14/22 

187/08/18/25 

REVOLUTION 

103 

103 

104 

104 

105 

105 

105 

107 

107 

107 • 

107 

107 

108 

108 

108 

130 

130 

133 

EVENT 

VIRR first electronics on l Turn-on and turn-off not 

VIRR electronics off accomplished 

SMMR early turn-on #2 l 
SMMR turned off 

SAR early turn-on #4 

SAR turned off 

SMMR turn-off 

SMMR turn-on 

SMMR turn-off 

SMMR turn-on 

SAR early turn-on #5 

SAR turned off 

SMMR turn-off 

SMMR early turn-on #3 l 
sMMR turned off 

SMMR turn-on and turn-off not 

accomplished 

SMMR turn-on and turn-off not 

accomplished 

ALT fifth turn-on (standby mode) 

ALT turned on (quiet time) 

ALT data, Tl, T2, T3, T4 

ALT standby mode 
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GMT 

187/09/09/11 

187/09/37/33 

187/12/00/01 

187/12/00/03 

187/12/57/02 

187/18/19/50 

187/21/47/24 

187/23/11/26 

187/23/23/55 

188/02/41/50 

188/04/17/23 

188/04/21/44 

198/16/01/02 

198/19/18/15 

205/10/06/22 

205/10/07/35 

205/10/16/48 

REVOLUTION 

133 

134 

135 

135 

136 

139 

141 

142 

142 

144 

145 

145 

281 

297 

392 

392 

392 

EVE,IT 

VIRR second turn-on 

VIRR turn-off 

ALT turned off 

SMMR turn-on (/4 

VIRR electronics off 

SASS enabled; Model 

SASS turn-on q1, Mode 4 

SMMR turned off 

SMMR turn-on 115 

VIRR final turn-on 

ALT final turn-on (standby mode) 

ALT data, Tl; start of scientific data 

ALT +Y base plate temp went out of limits high 

ALT commanded off due to high baseplate +Y temp 

ALT heater bus off 

ALT on (standby mode) 

ALT data, Tl 
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205/21/27/30 

205/20/40 

206/01/46/06 

206/02/50/00 

207/02/54/31 

207/02/58/41 

207/14/40/30 

207/17/20/ 

214/ 

215/08/34/40 

220/08/ 54 

220/17/10/15 

222/20/20/07 

225/14/ 51/ 34 

227/01/10/00 

227/01/10/30 

REVOLUTION 

398 

398 

401 

402 

416 

416 

423 

425 

527 

534 

605 

610 

641 

681 

701 

701 

EVENT 

SAR temp out of limits low 

SASS temp below low limit 

ALT heater bus on 

ALT off 

ALT on, 10% heater bus duty cycle (standby mode) 

ALT data, Tl 

Initiate 15% heater bus duty cycle 

Initiate 20% heater bus duty cycle 

Initiate 15% heater bus duty cycle 

Return to 20% heater bus duty cycle 

System (pitch and roll) (Sun interference 
Hit on attitude 

in scan wheels) 

No ALT data to 220/18/13/10 

shut off (approaching detector upper VIRR electronics 

temp limit) 

VIRR electronics turned on 

MANEUVER PHASE 

Command SASS standby 

Turn SASS off 
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GMT 

227/03/22/19 

227/07/41/08 

227/10/20/13 

227/10/28/26 

227/10/29/02 

227/10/33/22 

230/01/08/00 

230/01/08/30 

230/03/52/21 

230/07/46/58 

230/09/29/13 

230/09/37/26 

230/09/39/32 

230/09/42/52 

235/09/16/19 

235/09/20/36 

235/12/54/07 

REVOLUTION 

702 

7·05 

707 

707 

707 

707 

744 

744 

746 

748 

749 

749 

749 

749 

820 

820 

823 

EVENT 

ALT off 

Maneuver #1 (Cal burn No. 1) 

ALT on (standby mode) 

ALT data, Tl 

Enable SASS high voltage power supply 

SASS on, operating mode 1 

Command SASS standby 

Turn SASS off 

ALT off 

Maneuver #2 (Orbit adjust No. 1) 

ALT standby 

ALT data, Tl 

Enable SASS high voltage power supply 

SASS on, operating mode 1 

ALT standby 

Maneuver 1!3 (Cal burn No. 2) (Note: SASS remained on 

during this maneuver.) 

ALT data, Tl 
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238/07/05/01 

238/08/19/07 

238/08/20/08 

238/09/22/08 

238/11/04/19 

238/11/07 / 49 

238/11/17/14 

240/07/23/25 

240/08/10/00 

240/13/40/33 

240/13/44/08 

240/16/ 32/ 32 

240/17/03/00 

242/02/45/00 

243/07/03/00 

243/13/38/44 

243/18/39/17 

REVOLUTION 

862 

863 

863 

863 

864 

864 

864 

891 

891 

895 

895 

896 

897 

917 

933 

937 

940 

EVENT 

ALT standby 

Select SASS standby 

Turn SASS off 

Maneuver #4 (Orbit adjust No. 2) 

Enable SASS high voltage power supply 

SASS on, operating mode 1 

ALT data, Tl 

VIRR scan motor drive failed 

ALT transmitter (TWT) auto shut down due to low S/C bus 

voltage 

ALT standby 

Heater bus cycle to 60% 

ALT off due to low temp 

rest art VIRR (See LMSC 90-day report) 
First attempt to 

Begin 20% heater duty cycle 

Begin 25% heater duty cycle 

Begin 30% heater duty cycle 

Begin 35% heater duty cycle 
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GMT 

244/03/56/38 

244/15/03/07 

244/16/47/08 

244/16/55/01 

245/21/48/00 

247/21/57/15 

248/23/08/15 

249/01/44/20 

249/21/44/24 

250/22/39/04 

253/01/07/30 

253/01/08/0l 

253/01/10/22 

253/01/23/30 

253/02/30/52 

253/04/32/03 

254/20/08/30 

254/22/22/00 

REVOLUTION 

946 

953 

954 

954 

971 

1000 

1015 

1016 

1028 

1043 

1073 

1073 

1073 

1073 

1074 

1075 

1099 

1100 

EVENT 

Begin 40% heater duty cycle 

ALT standby 

ALT data, Tl, for TWT checkout (OK) 

ALT standby 

ALT 15% heater duty cycle 

Begin 20% heater duty cycle 

Begin 10% heater duty cycle 

ALT data, Tl (50% duty cycle) 

ALT 60% duty cycle 

ALT standby, due to Engineering Model Receiver failure 

Select SASS standby 

SASS off 

Maneuver #5 (Orbit trim No. 1) 

SASS on, operating mode 1 

ALT data, Tl 

ALT standby Bermuda overflt lll 

VIRR on for approximately 10 s 

VIRR on 10 s 
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255/06/54/44 

256/00/25/35 

256/00/28/47 

256/02/43/38 

256/04/07/01 

256/17/38/14 

256/17/46/01 

258/00/06/24 

258/16/45/00 

259/19/24/00 

261/10/21/00 

265/13/ 46/00 

265/13/ 46/01 

265/13/ 55/ 32 

265/18/13/00 

265/18/13/01 

265/18/21/11 

268/00/15/10 

REVOLUTION 

1105 

1115 

1115 

1117 

1118 

1126 

1126 

1144 

1154 

1170 

1193 

1252 

1252 

1252 

1255 

1255 

1255 

1287 

EVENT 

VIRR motor started 

VIRR motor failed again 

VIRR motor start attempt (unsuccessful) 

ALT data, Tl I Bermuda overflt #2 
ALT standby 

ALT data, Tl I Gulf of Alaska overflt 
ALT standby 

ALT data, Tl (but test mode 1 over major land) 

VIRR motor on 20 s 

VIRR motor on 20-30 s 

Begin 20% heater bus cycle 

Start ALT track 4 test 1 execute from memory 

No ALT data 

ALT data, Tl 

trac k 4 test 2 start a Start ALT 

Fairbanks 

No ALT data to 265/18/21/11 

ALT data, Tl 

t Goldstone, end at 

. (Track mode 1 over major 
f" d operations .. 

Start ALT modi ie . d 'fied acquisition offset 
d 4 with mo i land and track mo e 

everywhere else) 
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GMT 

273/22/37/30 

283/02/30/36 

283/03/12/01 

283/04/08/27 

REVOLUTION 

1372 

1502 

1503 

1503 

EVENT 

SMMR encoder A off; encoder Bon 

[ 1] 
No ALT, SASS, SMMR or VIRR data 

[ 2 l 
Short occurred in electrical power subsystem 

[ 3 l 
Last contact 

[ 4 l 

[ 5 l 

[6) 

[ 7 l 

(8) 

[ 9 l 

[10] 

[11] 

[12] 

[13] 

(14] 

[15) 
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