
Azimuth Variation in Microwave Scatterometer and
Radiometer Data Over Antarctica

David G. Long, Senior Member IEEE
Electrical and Computer Engineering Dept.

459 CB, Brigham Young University, Provo, Utah 84602
long@ee.byu.edu (801) 378-4383 fax: (801) 378-6586

Mark Drinkwater, Member IEEE
Jet Propulsion Laboratory, California Institute of Technology

MS 300-323, 4800 Oak Grove Dr., Pasadena, CA 91109
mrd@pacific.jpl.nasa.gov (818) 354-8189 fax: (818) 393-6720

May 4, 1999

ABSTRACT

While designed for wind observation over the ocean, scatterometer and radiometer

data have proven very useful in a variety of cryosphere studies. Over large regions

of Antarctica, ice sheet and bedrock topography and the snow deposition, drift, and

erosional environment combine to produce roughness on various scales. Roughness

ranges from broad, basin scale ice-sheet topography at ∼100 km wavelengths, to

large spatially coherent dune fields at ∼10 km wavelengths, to erosional features on

the meter scale known as sastrugi. Each of these roughness scales influence the mi-

crowave backscattering and emission properties of the surface, combining to introduce

azimuth-angle dependencies in the satellite observation data. In this paper we ex-

plore the use of NASA Scatterometer (NSCAT) data, ERS AMI scatterometer mode

data, and Special Sensor Microwave/Imager data to study surface roughness effects in
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Antarctica. All three sensors provide strong evidence of azimuth modulation which

is correlated with the surface slope environment and resulting katabatic wind flow

regime. Due to its broad azimuth coverage, NSCAT data appears to be the best

suited for azimuth-angle observations. A simple empirical model for the azimuth

variation in the radar backscatter is developed and an algorithm for computing the

parameters of the model from NSCAT data at a fine scale is presented. Results indi-

cate relationships between the azimuthal tendencies of the data and the orientation

of the surface slope and small-scale roughness relative to the sensor look direction.

Keywords: radar, radiometer, scatterometer, ice sheet, azimuthal anisotropy, surface

roughness, sastrugi, backscattering, emissitivity.

1 Introduction

The cryosphere, consisting of polar sea ice and large land-ice sheets, plays a crucial

role in regulating global climate. Large continental ice sheets covering Greenland

and Antarctica add to the polar heat sink effect by their additional influence upon

planetary albedo. Furthermore, ice sheets are sensitive indicators of global climate

change and thus there is a great need to measure the current state of ice sheet mass

balance and the timescales of variability in both snow accumulation and ablation.

Hence, monitoring of polar ice is of particular interest to the remote sensing and

climate change research communities. Microwave scatterometers and radiometers are

useful sensors in such studies because they provide frequent, global coverage and

allow characterizations of variability in the surface properties of the large ice sheets

on timescales of days.

A wind scatterometer is a radar remote sensing instrument designed to measure

the normalized radar cross section (σo) of the ocean’s surface from which the near-

surface wind over the ocean is inferred with the aid of a geophysical model function
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[27]. Scatterometers also make σo measurements over land and ice surfaces which, un-

til recently, were used primarily for sensor calibration. However, with the rapidly ex-

panding multiple-year archive of global scatterometer observations, these backscatter

data have recently been exploited in studies of polar ice (e.g. [7, 8, 16, 25, 33, 44, 45]).

In this paper we consider data from the NASA scatterometer (NSCAT) [27], flown

on the Japanese Advanced Earth Observation Satellite (ADEOS-1), and the Wind

Scatterometer mode (Escat) of the Advanced Microwave Instrument (AMI) flown on

the European Remote Sensing (ERS) satellites [1].

NSCAT was successfully operated from Sept. 1996 through June 1997 [4, 19,

27] before the spacecraft ceased to operate due to a solar panel failure. NSCAT

made 14.6 GHz measurements of HH- and VV-polarized normalized radar backscatter

(σo) on ascending and descending orbits at various azimuth and incidence angles.

The nominal σo resolution is approximately 25 km with hexagonal resolution cells.

Measurements were made over two 600 km wide swaths separated by a 200 km wide

gap (see Fig. 1). The measurement geometry and timing were selected to optimize

NSCAT’s performance in its primary mission of long-term measurement of vector

winds over the global oceans with full coverage of the global oceans at least once

every 3 days. Most of the earth was observed multiple times during this period with

the polar regions observed several times each day. This rapid repeat coverage can be

combined with resolution enhancement algorithms to increase the utility of NSCAT

data in polar ice studies. Because it is designed to make σo measurements at a

variety of azimuth angles with multiple polarizations, it is particularly well-suited for

this study.

C-band (5.3 GHz) observations of VV-polarized σo obtained from Escat [1] are also

used in this study. Seven years of continuous, overlapping Escat measurement time-

series have been acquired by two satellites since 1992, and collected over a single 500

km swath on the right side of the nadir track (see Fig. 1). ERS-1 was operational from
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December 1991 until May 1996, while ERS-2 measurements overlapped from April

1995 until the present day. The Escat σo measurements have a nominal resolution of

50 km and are obtained at three different azimuth angles.

In contrast to active microwave sensors such as NSCAT and Escat, radiometers

provide passive measurements of the microwave signatures. Microwave radiometers

such as the Special Sensor Microwave/Imager (SSM/I) [14] have broad application in

atmospheric remote sensing over the ocean and provide essential inputs to numerical

weather prediction models. SSM/I data has also been used for mapping polar ice

(e.g., [40, 46, 47]). The SSM/I is a total-power, seven channel, four frequency ra-

diometer with horizontal and vertical polarizations at 19.35, 37.0, and 85.5 GHz and

vertical polarization only at 22.235 GHz [14]. Radiometric brightness temperature

(Tb) measurements are made with an integrate-and-dump filter as the antenna scans

the ground track. The brightness temperatures observed by the SSM/I are a func-

tion of the effective brightness temperature of the Earth’s surface and the emission,

scattering, and attenuation of the atmosphere [42]. For this research we are primarily

interested in the surface brightness temperature and emission characteristics.

A previous study [33] with Seasat Scatterometer (SASS) data has demonstrated

clear azimuth dependence in Ku-band σo over selected areas of eastern Antarctica.

This is attributed primarily to wind-induced snow drifts, or sastrugi. It was noted that

the azimuth variations align themselves with regions of strong katabatic wind flow,

the dominate winds over the interior Antarctic continent. This same study examined

Scanning Multichannel Microwave Radiometer data from Nimbus-7 to study surface

versus volume scattering. However, azimuth variations in the backscatter were not

considered.

Over the ocean, the azimuth variations in σo in the scatterometer measurements

are used to infer the near-surface vector wind (see [27]) which generates the surface

waves causing the azimuth modulation. Since hours to days pass between revisits,
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temporal variability in the wind limits the use of the data to a single pass when

estimating the wind. In contrast, a unique feature of surface winds on the Antarctic

ice sheet is their extreme persistence and longer timescale of variability. Radiative

cooling of surface air masses over the interior ice sheet causes negative buoyancy and

the air to sink downslope. The shape of the Antarctic ice sheet imposes a strong

topographic control on the drainage of these airmasses as they flow outward towards

the coastal margins. Near the coast winds are funneled by the local terrain into

confluence zones, where the strongest wind speeds and persistence are recorded [29].

Importantly, Antarctic ice sheet surface winds can maintain approximately the same

speed and direction for weeks at a time, making them the most persistent winds on

Earth [28]. Mean yearly directional constancy values (the ratio of wind magnitude to

the average wind speed) are observed to be in excess of 0.9, and thus wind-induced

roughness exhibits considerably less temporal variability in direction than ocean winds

on timescales of days [28, 29]. As a result, sastrugi and snow drifts form which are

aligned with the wind direction, whose roughness is regionally dependent upon both

the shape of the ice sheet directing the flow and variability in the magnitude of

the wind vector. Such erosional and depositional features are believed to be the

dominant source of the previously observed azimuth variation in σo [33]. Because

of this persistence in these winds we assume that the azimuth modulation is stable

over a several day period, thereby permitting us to combine multiple passes in this

analysis.

In this paper we examine measurements of σo and Tb with respect to the ‘relative

azimuth angle,’ (i.e. the pointing angle of the antenna relative to north – see Figs.

1 and 2) reported by the sensor for each measurement. We study the impact which

the amplitude of the modulation has upon other applications of this data to global

change studies, and use the directional dependence in the regional modulation and

attempt to map the distribution of aligned surface roughness features. The goal
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of the present paper is to extend the semi-empirical analysis of [33] to the entire

Antarctic ice sheet. We exploit the broader spatial coverage available with NSCAT,

incorporating additional information from Escat, and also evaluate the corresponding

azimuth variations in SSM/I brightness temperatures. Coupling observations from

each of these sensors can shed light on the scattering/emission mechanisms of the firn

and permit extraction of key surface and subsurface properties with the aid of inverse

modeling. Further, since scatterometer and radiometer data represent the longest

temporal, global microwave datasets, they are increasingly being used as a baseline

in global change studies. An understanding of their regional azimuthal tendencies

is important since sampling and analysis procedures may otherwise confuse azimuth

modulation with geophysical changes taking place at the ice sheet surface.

After considering relevant background in Section 2, the study methodology is

described in Section 3. Section 4 presents key results and a summary discussion is

provided in Section 5. Finally, conclusions are presented in Section 6.

2 Background

Before describing our research methodology, we provide a brief background, including

an overview of previous work and a discussion of the image resolution enhancement

method employed. The impact of the azimuth measurement geometry with respect

to the ice sheet is also reviewed.

2.1 Previous Studies

Several previous studies have identified [33, 34], examined [17, 15], and characterized

[30] azimuth variations in Antarctic firn using SASS, and Escat data. Other investiga-

tors [36, 34] also used passive microwave radiometer data in studies of the incidence-

angle dependent microwave response. In particular, Rack extended the analysis of
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scatterometer azimuthal modulations by employing a simple empirical model of the

azimuthal variability [30]. More recently, Hyland and Young [15] exploited the same

approach, with the inclusion of an error term accounting for ambiguities present in

fitting to relatively poorly characterized azimuthal variability in Escat data. However,

neither study attempts to draw the distinction between local slope-induced modula-

tions in backscatter, directionally oriented roughness effects, or the combination of

the two. This study extends this work and provides additional characterization of

the local incidence-angle influence upon the magnitude of the azimuth modulations,

together with a more comprehensive model which accounts for necessary first and

second order terms, due to local slope and azimuth effects respectively.

2.2 Resolution Enhancement

The low spatial resolution (25-50 km) of scatterometers and radiometers is suitable

for studying large-scale ocean phenomena. However, for some land and ice studies,

the low intrinsic resolution can limit the utility of the data. To ameliorate this

limitation resolution enhancement algorithms can be applied. The Scatterometer

Image Reconstruction (SIR) algorithm was originally developed for SASS data [26]

and has been successfully applied to NSCAT data [22, 32] and Escat data [8, 20].

It has also been adapted for SSM/I data [21]. Using SIR, multiple passes can be

combined to produced enhanced resolution images of the radar backscatter properties

and brightness temperatures.

Because scatterometers make measurements over a range of incidence angles, the

incidence angle dependence of σo must be accounted for. Over a limited incidence

angle range of [20◦, 55◦], σo (in dB) is approximately a linear function of θ,

σo(θ) = A+B(θ − 40◦) (1)

where A and B are functions of surface characteristics, azimuth angle, and polar-

ization. A is the σo value at 40◦ (mid swath) incidence angle and B describes the
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dependence of σo on θ. For scatterometer data the SIR algorithm produces A and B
images from multiple passes of σo measurements. The A and B data provide global

images of the mean radar backscatter properties of the surface over the imaging pe-

riod. The scatterometer-derived backscatter properties can then be related to ice and

snow characteristics to study the seasonal evolution of polar ice regions.

Using the SIRF (SIR with filtering) algorithm, dual polarization A and B images

with an effective resolution of 8-10 km in the polar regions can be generated with six

days of NSCAT data. NSCAT V pol images can be produced with only three days of

data or less since there are more V pol antenna beams than H pol beams. However,

for most studies six days are used to ensure that the H pol data provides enough

coverage to create reconstructed images. Since the V pol images are reconstructed

with more measurements, the qualities of the V pol A and B images are superior

to the corresponding H pol images. Applied to six days of Escat data in the polar

regions, the SIR algorithm produces C-band A and B images with an effective

resolution of 25-30 km from the nominally 50 km resolution measurements [20]. The

resolution improvement for Escat is limited by the spatial resampling filter applied

to the Escat data.

Applied to radiometer data, SIR provides enhanced resolution images of bright-

ness temperature based on surface emission, modified by the intervening atmosphere.

The frequency and polarization dependent emission can be related to the geophysical

characteristics of the firn and ice characteristics (see, for example, [40]). The varying

resolution of the SSM/I channels, coupled with their low resolution, can be a limiting

factor in the application of the data to snow and ice studies and has lead to interest in

SSM/I resolution enhancement algorithms [11, 21, 35, 37, 39]. The SSM/I version of

the SIR algorithm provides similar enhancement performance to the Backus-Gilbert

algorithm with reduced computation [21]. Further, it can be used in combining mul-

tiple passes. While SIR can be used with a single pass on radiometer data, to be
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compatible with the scatterometer data, a six day time period is used to create the

images presented below. Each channel is considered separately. The resulting images

represent the average brightness temperature over the imaging period. While seven

channels of SSM/I are collected at varying frequency and polarizations, only the 19

and 37 GHz channels are used in this study. SSM/I measurements are made at a

nominal incidence angle of 51◦.

By applying the resolution enhancement algorithm to the data from each sensor,

images of compatible resolution are created on an identical grid. This simplifies

comparison between sensors. Image samples for each image type from each sensor are

shown in Fig. 3.

2.3 Azimuth Observation Geometry

The characteristics of each of sensor provide unique opportunities and challenges

to an azimuth-angle study of Antarctica. For example, the Escat orbit, optimized

for ocean observation, and its right-looking, single-sided swath limits the southern-

most extent of Escat data to 79.5◦ S. NSCAT data, with its dual-sided swath, covers

Antarctica to within 1.2◦ of the pole, while the SSM/I swath data provides comparable

coverage to within 2◦ of the pole. In Fig. 2 we define the “azimuth angle” as the angle

measured clockwise from the meridian passing through the surface observation to a

horizontally-projected line drawn along the boresight of the instantaneous field of

view during cell measurement. This definition applies equally to the scatterometer

or radiometer observations. Figure 2 also defines azimuth angles which indicate the

orientation of the local slope normal and the azimuthal orientation of sastrugi. For

later discussion, the azimuth direction (the azimuth angle of the projection of the

surface normal onto a plane locally tangent to the geoid) is denoted φs. The azimuth

orientation of surface corrugations such as sastrugi is denoted φr.

Figure 1 illustrates the relative azimuth geometries of each of the sensors used in
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this study. NSCAT and Escat use both forward- and aft-looking antennas to make

observations of the same point within the measurement swath at multiple azimuth

angles. However, since the SSM/I is a forward-looking only instrument, it is capable

of only a limited range of azimuth angle observations of a given point on the earth. For

all the sensors, over a multiple-day period, depending on the location and details of

the orbit geometry, a given area is observed several times at different geometries due

to the shift in the ground track of the orbit with time. While SSM/I measurements

are made at only a single incidence angle, the scatterometers measurements span a

range of incidence angles; hence, as noted previously, the variation in the backscatter

with incidence angle must be accounted for.

For a given point of the earth’s surface, the antenna azimuth geometries of NSCAT

and Escat generally result in a discrete set of azimuth angle observations. This is be-

cause multiple antennas at various azimuth angles are used to make the measurements.

Each discrete azimuth sampling is thus the result of measurements from a distinct

beam on a specific reference orbit. Typically, each beam observes the study area once

on an ascending (north-bound) orbit pass and again on a descending (south-bound)

orbit pass over the area, resulting in two different relative azimuth angles due to the

angle of the orbit pass with respect to the ground. For NSCAT, there are six V pol

antenna azimuth angles (three on each side), resulting in 12 different V pol azimuth

observations, but only a single H pol beam per side, resulting in 4 different H pol az-

imuth observations. Escat has only three beams on a single side of the spacecraft and

thus a maximum of 6 discrete azimuth angles measured on both ascending and de-

scending passes. In practice, the symmetric geometry of the Escat antennas, coupled

with the orbit geometry with respect to the Antarctic ice sheet, reduces the number

of unique azimuth angle observations to somewhat less than this. For all sensors the

range of azimuth angles varies with Antarctic location due to the combination of orbit

and swath geometries.
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3 Analysis Methodology

The goal of this paper is to examine the azimuth dependence of the microwave signa-

ture of Antarctica using data from NSCAT, Escat, and SSM/I. Coupling all of these

observations can shed light on the scattering/emission mechanisms of the firn and

permit extraction of key surface and subsurface properties with the aid of inverse

modeling.

The general approach employed in this study is to generate images of scatterometer

A and B and radiometer Tb and, with the aid of these images first to select a limited

set of study regions to evaluate the azimuth modulation of the measured parameters.

We then develop an empirical model for the azimuth modulation and a method to es-

timate parameters of the model from NSCAT data at enhanced resolution. Resulting

fitted parameters are evaluated with relationship to the local topography and known

katabatic wind flow patterns.

3.1 Sensor Images

To provide an initial Antarctic-wide view of each sensor’s observations, the appro-

priate version of the SIR algorithm is applied to data collected by each sensor over

the six day study period to generate images on the same projection and at the same

pixel spacing. The effective resolutions of the images vary, however, between sen-

sors. The imaging period was selected during the 1996 Austral winter (JD 277-282)

to minimize seasonal impact of air-temperature forced variations in the microwave

signatures. The resulting comparison images are shown in Fig. 3.

Upon examining these images, a number of observations can be made. For exam-

ple, we note the significant differences between the brightness temperature responses

at V and H pol, with V-pol temperatures consistently higher by around 40-50K at

19 GHz, and 25-30 K at 37 GHz. Another striking feature of the images is the dis-
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tinctive inverse relationship between the Tb and A values: the Tb images have their

lowest brightness temperature values where the A image has the largest backscatter

values. This inverse correlation in the mean brightness temperatures and frequency-

dependent backscatter coefficient is treated in more detail in [3], and is not considered

further here.

3.2 Study Regions

Based on subjective examination of the images in Fig. 3, a total of 11 study regions

over Antarctica were selected (see Fig. 4) to span a variety of surface characteristics.

The study areas are listed in Table 1 together with their extent in longitude and

latitude. The locations and extents of the various study areas were chosen to span a

variety of surface conditions while still exhibiting a generally spatially homogeneous

response as observed in the images in Fig. 3. For convenience, the example study

areas are selected primarily within East Antarctica (the lower right quadrant of the

images).

Study areas 1, 7, and 10, which are located on the Ross and Amery ice shelf re-

gions (see Fig. 4), exhibit high mean backscatter values but also the least azimuthal

anisotropy. Though this in itself is a significant finding, these samples are not consid-

ered any further in this paper. For illustration purposes a subsample is selected for

illustration, shown in Fig. 4. Area 2 is on the Antarctic plateau, with the least rate of

change in topography in comparison with the other regions. Area 5 is in Queen Mary

Land at an elevation of 3400 m while study area 8 lies further downslope at 2700 m.

Study areas 9 and 11 lie to the west and east at a similar elevation in Wilhelm II

Land and Wilkes Land, respectively.

For illustration purposes only the following subsample of study areas shown in

Fig. 4 are selected for presentation. Study areas 2 and 5 exhibit the least rate of

change in topography in comparison with the other regions (Table 1). Study area 2
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is close to the South Pole (at mean 3106 m elevation), and area 5 is in Queen Mary

Land at a mean elevation of 3509 m (near the old Komsomolskaya Russian station).

Study area 8 lies further downslope at 2661 m (near the old Pionerskaya Russian

station), while areas 9 and 11 lie to the west and east in Wilhelm II Land (at 2826

m) and Wilkes Land (at 2451 m), respectively. Area 9 was chosen in particular to

facilitate a comparison between the results of this study and those of [30], while the

latter has the largest mean slope of all samples at ∼0.2 degrees (3 m/km).

4 Results

Beginning with a simple examination of the variations in σo and Tb with relative az-

imuth angle for each study area, we develop a simple empirical model to describe the

variation of these parameters with relative azimuth and, in the case of the scattero-

meter data, incidence angle. A method for extracting the parameters of the model

from the measurements at the (enhanced) resolution of the images is then presented

and the results discussed.

4.1 Azimuth Angle Modulation

As an initial evaluation of the variation in σo and Tb with azimuth angle, SSM/I,

NSCAT, and Escat data over the sixteen day period between JD 268 and 283, 1996,

were accumulated for each of the study areas. Of the eleven study areas, five of them

(areas 2, 5, 8, 9, and 11) exhibit significant azimuth modulation in the SSM/I data.

The analysis, therefore, focuses on these areas. Scatter plots of Tb verses the relative

azimuth angle (SSM/I) and σo versus relative azimuth angle (NSCAT and Escat)

are shown below. Since σo is a strong function of incidence angle [see Eq. (1)], the

scatterometer data is divided into incidence angle bins, with separate plots generated

for each incidence bin. Bins are centered at 20◦, 30◦, 40◦ and 50◦. Only scatterometer
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measurements with incidence angles within ±3◦ of the bin center are used in a given

bin, thus minimizing the incidence angle variation of the data.

Scatter plots of Tb and σo versus azimuth angle are shown in Figs. 5 through 8. In

these plots, measured values are shown as grey points. These individual measurements

are binned into ±3◦ azimuth angle bins with the mean and the standard deviation

indicated with a dark point with 1 sigma error bars.

Study area 2 (Fig. 5) exhibits the most noticeable SSM/I azimuth modulation of

all the study regions, as well as the widest range of measurement azimuth angles in

the SSM/I data due to its proximity to the pole. Although the NSCAT measurements

span a wider azimuth angle range than the SSM/I measurements, azimuthal modu-

lations are observed in both datasets. An NSCAT incidence angle of 50◦ was chosen

to most closely match the SSM/I data. Clear, azimuthal variation is apparent in the

mean brightness temperatures of all channels, with a peak at 220◦ and troughs at 135◦

and 315◦. Both the mean Tb and the modulation depth (peak-to-trough difference) of

Tb versus azimuth angle vary between channels. The comparative scatter plot of the

incidence angle NSCAT data (Escat coverage does not extend over study area 2 so

no measurements are available from this sensor) shows a weak variation of σo versus

azimuth angle, with the mean σo higher for V pol than for H pol by ∼1.5 dB.

We note that the vertical spread in the data at a particular azimuth angle in

Fig. 5 is primarily due to noise, with a contribution due to spatial inhomogeneity over

the study region. Careful examination of data reveals that there is little apparent

correlation between location and parameter value within a given study region. In

both NSCAT and SSM/I the vertical spread in the data is significant compared to

the variations in the mean parameter value versus azimuth angle. Peak-to-trough

amplitude variation in the binned means is approximately 5 K and 0.8 dB while the

standard deviations are approximately 3-4 K and 0.5 dB for SSM/I and NSCAT data,

respectively. We note that for the range of azimuth angle available, Tb data peaks at
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approximately 220◦ while σo peaks at approximately 160◦. As previously noted, this

type of anticorrelation of active and passive signatures has been previously observed

and is explained in more detail in [3].

A similar plot for study area 5 is shown in Fig. 6. We note that the SSM/I data

exhibits a smaller azimuth angle range than for study area 2. NSCAT data exhibits

measurements at a number of essentially discrete azimuth angles, spread over the

full 360◦ range. Both of these behaviors are typical of all the study areas, region 2

being an exception. SSM/I data suggest a variation in Tb with azimuth angle, but the

limited azimuth angle range of the measurements make conclusions about the azimuth

behavior of Tb speculative. On the other hand, the NSCAT measurements span the

full 360◦ range and clearly show modulation (2−3 dB, depending on the polarization)

in the observed Ku-band σo as a function of the azimuth angle. The more limited

azimuth angle observations of the Escat data suggest a greater modulation at C-

band. Only from the NSCAT V pol data can a peak in the azimuth modulation (at

approximately 5◦) be determined with confidence.

Comparing the general behavior of σo versus azimuth angle and Tb versus azimuth

angle in Figs. 5 and 6, we note a difference in the modulation phase i.e., a decrease

in Tb with azimuth angle is accompanied by an increase in σo. At present the precise

scattering mechanism remains unvalidated, but on the basis of the observed anticorre-

lation between σo and Tb [3] the regional surface conditions responsible for anisotropic

backscattering also appear to result in modulations in the emissivity, and therefore

the effective brightness temperature of the surface. Though the modulation depths

and locations of the modulation minima vary with study area, examination of the

results from all the study areas yields similar conclusions. As will be shown later, the

locations of the maxima and minima are highly correlated with the direction of the

katabatic wind.
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4.2 Incidence Angle Dependence

Noting the dependence of σo on incidence angle, we investigate the dependence of

the azimuth modulation on incidence angle in NSCAT and Escat data. Though not

without limitations, the NSCAT data is best-suited for this investigation since it

spans a wide range of incidence and azimuth angles: SSM/I observations are limited

to a single incidence angle and Escat has limited azimuth sampling.

Figure 7 shows scatter plots of NSCAT σo versus azimuth angles for both V and

H pol observations at incidence angles of 20◦ to 50◦ for study region 5. Figure 8

provides a similar plot for Escat data. These plots are typical of all the study regions

where relatively strong azimuth modulation is observed. In addition to the clear

variation in the mean σo with incidence angle, examination of these plots suggests

that the modulation depth varies inversely with incidence angle. For example, the

modulation depth for NSCAT V pol varies from 5 dB at 20◦ incidence down to 2

dB at 50◦ incidence. Also, there appears to be negligible variation in the locations

of the minima and maxima of the modulation as a function of incidence angle. The

reduced spread in the azimuth observations for H pol NSCAT makes interpretation of

the data more difficult, but it is assumed that the general H pol azimuth modulation

characteristics are similar to V pol. A similar azimuth sampling limitation occurs

for Escat data, making it impossible to characterize the modulation in the 80◦ to

280◦ azimuth range. Furthermore, the vertical spread in the Escat data at a given

azimuth angle is significant compared to the modulation depth, which masks any

variation with incidence angle. The increased penetration of the C-band data may

account for the greater variance in the data, and the lack of a clear relationship with

incidence angle.

A second-order (N = 2) Fourier series (in azimuth angle, φi) of the form,

σo(dB) = I0 +
N∑
k=1

[Ii cos kφi +Qi sin kφi] (2)
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is individually fit (in the least-squares sense) to each of the σo versus azimuth angle

scatter plots in these figures and plotted as a solid curve. The resulting coefficients

for NSCAT data are tabulated in Table 2 for the study region 5 data shown in Fig. 6.

The obvious asymmetric nature of the σo modulation with azimuth angle suggests

that both the first and second order terms in Eq. (2) are required to fit the data.

We note that due to the reduced number of azimuth observations, the coefficients of

the second-order terms in Eq. (2) are significantly reduced for H pol versus V pol.

Similarly, there are fewer azimuth observations for Escat than for NSCAT V pol,

although the Escat data in Fig. 8 clearly indicate asymmetry in the modulation.

Simulations suggest that the accuracy of the Fourier series coefficients is affected

by the azimuth sampling, with larger errors when the observations do not span the

full 360◦ range. In particular, inadequate sampling affects the location of the azimuth

modulation minimum, denoted by ψ0. Simulations suggest that the azimuth sampling

of both NSCAT H pol and Escat measurements is inadequate for accurately estimat-

ing both azimuth modulation terms simultaneously over all areas. As a result, the

primary analysis in the remainder of the paper is done using NSCAT V pol observa-

tions, with limited comparisons to Escat data. The azimuth sampling deficiency of

Escat data is seen as a key limitation in previous studies [15, 30] of the azimuth mod-

ulation. Both previous studies assumed a simple periodic function characterized by a

single term cos(2φi− constant), and this prevents characterization of the asymmetry

of the modulation pattern.

4.3 Azimuth Modulation Modeling

It is clear from the analysis presented in the previous section that both first and second

harmonic terms are required to describe the azimuth dependence of σo at a given

incidence angle. To account for the variation in both incidence angle and azimuth

angle, a simple empirical model is developed. Borrowing from ocean scattering theory,
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a simple second order harmonic model is assumed for the variation in σo (in dB) with

azimuth and incidence angles, i.e.,

σo(θ, φi) = A+ B(θ − 40◦) +M1 cos(φi + φ1) +M2 cos(2φi + φ2) (3)

where A and B are defined as before; M1 and M2 are the magnitudes of the first-

order and second-order azimuth angle harmonic terms, respectively; φ1 and φ2 are

the phase angles of the first-order and second-order azimuth angle harmonic terms,

respectively; and φi is the observation azimuth angle relative to north (see Fig. 2).

As suggested by the plots in Fig. 7 and in similar plots for the other study areas,

M1 and M2 vary with incidence angle. Noting that the dependence of the azimuth

modulation depth in dB is often nearly linear with incidence angle, a very simple

model is adopted for the dependence of M1 and M2 on incidence angle i.e.,

M1 = c1 + d1(θ − 40◦) (4)

M2 = c2 + d2(θ − 40◦). (5)

Normalizing the incidence angle to 40◦ in Eqs. (3)-(5) is done primarily for conve-

nience.

The simple model for σo(θ, φi) described by Eqs. (3)-(5) will be termed ‘I model’

hereafter. Least-squares estimation is used to simultaneously estimate the I model

parameters from the NSCAT V-pol measurements. The values of the I model param-

eters (A, B, c1, d1, φ1, c2, c3, and φ2) for study area 5 are tabulated in Tab. 3. The

azimuth angle corresponding to the minimum azimuth modulation is denoted by ψ0

and is also listed in this table.

Unfortunately, as previously noted the azimuth/incidence angle sampling varies

with location. This can lead to an ill-conditioned least-squares estimation problem in

some locations. Under such circumstances, reasonable estimates of the model param-

eters can often be obtained by separately estimating A and B, ignoring the azimuth

angle dependence. Then, the σo measurements are ‘corrected’ by the estimated A
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and B values. Ignoring B, the remaining model parameters are estimated by ignoring

the incidence angle variation in M1 and M2 (i.e., setting d1 and d2 to zero). This

model formulation will be termed the ‘F model’. The coefficients of the various model

formulations are compared in Tab. 3. We note that while the F model is suboptimal

compared to the I model formulation, as discussed below it is useful in evaluating key

characteristics of the azimuth modulation.

To visualize the behavior of σo(θ, φi) at Ku-band V pol, a plot of the I model

predicted σo(θ, φi) is shown in Fig. 9 for study areas 5, 8, 9, and 11. We note a

generally similar behavior in all of the study regions with ridge peaks and troughs.

At a given incidence angle, σo exhibits a peak at 5◦ to 25◦ and a minimum (ψ0) at

100◦ to 120◦, depending on the area. Area 5 exhibits the smallest incidence angle

dependence.

Over the ocean, a plot of σo(θ, φi) where φi is the direction of the radar illumination

exhibits the same general behavior as the plots in Fig. 9. For ocean wind applications

σo(θ, φi) is wind speed dependent and is known as the ‘geophysical model function’

(see, for example, [27]). A similar behavior is observed in radiometer data [43]. Over

the ocean, the highest ridge peak in σo(θ, φi) corresponds to the up-wind direction, the

other peak corresponds to the down-wind direction, and the troughs correspond to the

cross-wind direction. Since on the ice sheets the sastrugi are aligned approximately in

the wind direction (rather than orthogonal like ocean waves), troughs in the surface

roughness are aligned in the up- and down-wind directions and the peaks to the cross-

wind direction. For ice, the minimum of the backscatter versus azimuth direction

generally corresponds to the wind direction, i.e. ψ0 and φr generally correspond,

with some modification due to incidence angle effects. Since the local topographic

slope and km-scale snow dunes modify the local incidence angle, the asymmetry

in the modulated backscatter results from looking in the upslope and downslope

direction. Thus, it is possible to unambiguously infer the wind direction from the σo
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measurements.

We note that over the ocean σo(θ, φi) is independent of location if φi is replaced

by the relative azimuth angle between the radar illumination angle and the wind

direction. Given two or more azimuth observations of σo, it is then possible to retrieve

the near-surface wind vector (e.g., [27]). Unfortunately, the Antarctic surface has

variable composition, with spatial variations in firn density, layering, and other effects.

Thus, σo(θ, φi) can be expected to be different at different locations, making an ocean-

like wind vector (both speed and direction) retrieval scheme difficult. Nevertheless,

it is possible to infer the average wind direction at a given point on the surface if

the azimuth sampling is adequate enough to correctly identify the location of the

maximum or minimum value in the σo versus azimuth angle curve.

A careful examination of the observed variation in σo at a given incidence angle

for all the study regions shows that the peaks in the azimuth modulation tend to

be somewhat more peaked than predicted by the second-order Fourier series. This

phenomena has been observed in ocean scattering where the peaks in the modulation

are somewhat narrower than the troughs [18]. While the inclusion of additional terms

in the Fourier series can reduce the residual fit error, they offer only limited insight

into the wind direction estimation problem. They are also less tenable due to the

limited azimuth sampling.

4.4 Azimuth Modulation Observation

In order to evaluate the dependence of σo on the wind direction, a detailed knowledge

of the incidence angle variation of M1 and M2 is not required. Instead, for wind

direction estimation the primary interest is in the location of the up-wind, upslope

peak in the azimuth modulation; knowledge of the depth of the modulation is not

required. This enables use of the F model rather than the full I model. Given the

parameters of either model, the angle ψ0 corresponding to the azimuth angle of the
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minimum value of σo can be computed from M1 and M2. We note that the value ofψ0

estimated from the F model is within approximately 5 degrees of that computed from

the full I model (see Tab. 3), and thus we infer an approximate directional precision

of ±5 deg in retrieved direction of the maximum azimuth modulation for NSCAT V

pol.

Using NSCAT data, the azimuth modulation can be evaluated over virtually the

entire Antarctic continent. To aid in this evaluation, the following algorithm for

evaluating azimuth variations (or, modulation) at each pixel in the SIR imagery is

used. To compute the model parameters, the SIRF algorithm is first used to compute

A and B images from the σo measurements [26, 32]. A polar stereographic projection

is used (see Fig. 3) with a nominal pixel resolution of 4.45 km. The effective resolution

is approximately 8-10 km. Then, for each σo measurement, the forward projection

[26] is computed from the images. The projection error is the difference between the

forward projection and the measurement. Ideally, the projection error is zero but

azimuth modulation and noise result in non-zero projection errors. Any temporal

variation of the surface backscatter response over the data collection interval also

contributes to a non-zero forward projection. The F model parameters c1, c2, φ1,

and φ2 (and a residual constant term added to A) are estimated for each pixel in the

enhanced resolution image from the projection errors. For each pixel, the projection

errors of each of the σo measurements which cover the pixel are accumulated and

used to estimate the model parameters via least-squares. To reduce the noise level

in the NSCAT estimates, a 3× 3 edge-preserving median filter is applied to the sine

and cosine component images prior to estimation of the magnitude and phase images.

From the values of c1, c2, φ1, and φ2, ψ0 is computed. It should be noted that NSCAT

measurements do not cover the area directly around the south pole and have reduced

accuracy in estimating B near the southernmost coverage limits. A similar algorithm

is applied to Escat data using SIR-produced images, though the median filtering step
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is not applied. However, the limited azimuth sampling of Escat results in less accurate

model parameter estimates.

A metric for evaluation of the accuracy of the model is the variance (or, equiv-

alently, the standard deviation) of the residual projection error when the azimuth

modulation is disregarded or alternatively taken into account. An NSCAT image of

the standard deviation of the projection error for each pixel when the azimuth mod-

ulation is not taken into account is shown in Fig. 10a. This error results from using

only the A and B coefficients and has a standard deviation which varies from 0 to 2.5

dB. The largest values tend to occur in East Antarctica where strong azimuthal mod-

ulations occur as a result of directional anisotropy in the backscatter. Error standard

deviations exceeding 2 dB are noted in George V Land, over large parts of Wilkes

Land, and in Princess Elizabeth Land and Wilhelm II Land. The residual error after

taking azimuth modulation into account is the difference between the observations

and the forward projection plus the predicted azimuth modulation. Figure 10b shows

the standard deviation of this residual error, which is significantly reduced compared

to the projection error. Visible in both the projection and residual standard deviation

images are regional features associated with the azimuth modulation (and discussed

below), suggesting that the estimated model parameters do not completely explain

the azimuth modulation of the data. At least part of the explanation is due to the

fact that, as previously noted, the σo versus azimuth angle modulation exhibits some-

what sharper peaks than the simple second-order Fourier series model is capable of

representing. An additional explanation is due to the non-optimal F model which

does not include the incidence angle dependence of the azimuth modulation. How-

ever as previously noted, sampling limitations prohibit computation of the I model

parameters at all locations. We must, therefore, settle for an approximate result.

Rather than using enhanced resolution images, gridded data can be similarly used

to compute the parameters of the I model at lower resolution by accumulating all
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the measurements over each grid element and using least squares to estimate the I

model parameters for the grid element. While not shown here, the direction results are

consistent with the higher resolution F model images presented below. Unfortunately,

the accuracy and quality of the estimated I model parameters also suffer from the

limited azimuth and incidence angle spread of the σo measurements in some grid

elements. The resulting estimate error can be large due to this sampling limitation.

Gridded results thus exhibit considerably more noise, and as a result have lower

subjective quality than results presented below. The following results include noise

filtering in the SIRF algorithm and reduced sensitivity to incidence angle sampling

via use of the serial, non-optimum estimation procedure used for the F model. Noting

the general consistency of the I and F model directions, we use the F model approach

as a tool to evaluate the azimuth variations in the surface response. Although non-

optimal, this approach can be used for monitoring seasonal variations in the azimuth

response.

Figure 10 presents NSCAT-derived F model images of M1 = c1, M2 = c2, φ1, and

φ2. Though having significantly lower effective resolution, more limited spatial cov-

erage, and reduced accuracy, Escat-derived F model images are presented in Fig. 11.

Figures 10 and 11, together with the A and B images shown in Fig. 3, reveal signifi-

cant variations in the backscatter associated with snow accumulation rates and local

variations in topography. Examining the NSCAT images we note that the regions of

smaller surface slopes in central Antarctica exhibit a very high value of A but that

toward the coasts, the value falls off fairly rapidly. The higher B values in central

Antarctica also indicate a flatter σo versus incidence angle response, suggesting that

the scattering is dominated by subsurface volume scattering. In regions dominated

by strong katabatic wind flow the azimuth modulation images generally exhibit large

magnitudes, coupled with low B values. This indicates backscattering is dominated

by surface roughness in these regions.
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The azimuth angle harmonic magnitude images (M1 and M2), show significant

coherent spatial variations in the azimuth modulation of σo. Interestingly in the

NSCAT images, the crests of the ice divides, separating the major wind and ice

sheet drainage basins, display the smallest standard deviations both before and after

azimuth modulation removal. This, coupled with the extremely low magnitude values

of the first- and second-order harmonic terms, is evidence for virtually no azimuth

dependence. Similarly, these correspond with inflection lines in the A and B images,

implying divides in the accumulation patterns and snow layering as a consequence

of the topographically-influenced wind regime. These coupled observations imply

lighter winds and lack of directionality in the wind direction (in these locations)

with much smoother ice sheet surfaces with negligible aligned roughness and more

isotropic backscatter. Such locations, for instance, demonstrate excellent calibration

target attributes (provided they exhibit negligible seasonal variability).

We note that the second order harmonic term is generally larger than the first har-

monic term, particularly in the coastal regions of Wilkes Land and Princess Elizabeth

Land and in Terre Adelie. These coastal regions have relatively steep slopes and are

known to have stronger focused katabatic winds (funneled as they flow outward from

the interior regions of Antarctica) coupled with significant microrelief [13, 33]. These

regions, not surprisingly, show the largest magnitude modulations in both first and

second-order terms. We also note regions of significant second-order azimuth modu-

lation in small areas along the Transantarctic mountains and in western Antarctica

as well as in other coastal regions.

The azimuth modulation phase (direction) images (φ1 and φ2) are most revealing.

The inflection lines previously noted in other images are seen to delineate large spa-

tially coherent regions with similar azimuth modulation angle phase terms. This effect

is most strongly noted in the second order phase term, though interesting features

appear in the first order phase term as well. These phase terms appear to correlate
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well with the direction of the katabatic wind flow modeled in previous studies [28, 29].

4.5 Comparison with Topographic Slope

Downslope ice-sheet surface winds are strongly directed by the large scale topography.

In this section we compare the NSCAT-derived scattering model parameters with

Antarctic topography. The comparison topography map is derived from an Antarctic

digital elevation map (DEM) generated from ERS-1 altimeter data by Bamber [2].

Since ERS-1 altimeter coverage is limited to latitudes north of −80◦, the TOPO5

database is used to fill in the missing information, with an accompanying loss of

accuracy and resolution where used.

The magnitude and direction of the local slope derived from the DEM is shown

in the upper panels of Fig. 12. From the topographic high in east-central Antarctica,

the slope falls away to the sea in a number of large, well-defined drainage basins.

Both large- and medium-scale roughness variations are apparent in the local slope

magnitude and variation. Mean large-scale slopes identify flat interior regions of the

ice sheet such as Dome Argus and Dome C, and the steep peripheries which end in

flat fringes representing the floating ice shelves. Medium-scale texture in the slope

map highlights surface undulations resulting from bedrock topography beneath the

ice sheet.

The minimum azimuth modulation direction (ψ0) is derived from the estimated F

model parameters (in Figs. 10 and 11) for each pixel and is shown for NSCAT and

Escat images in Fig. 12. A gray scale was chosen to emphasize the directionality in ψ0.

Large areas of spatial consistency in the peak direction are observed with correlation

to features of the topography. It should be noted that occasionally the derived peak

modulation direction is reversed due to noise, the magnitude of the up-wind/down-

wind ratio, and/or the limited azimuths of the measurements. Thus, occasional pixels

with directional reversals relative to nearby pixels are observed. Furthermore, where
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the slope magnitude is small or the slope direction is highly variable the surface wind

flow is not well defined and a lack of persistence is observed in the wind direction in

such regions [28]. This factor presumably prevents formation of coherent structures

in the small-scale surface roughness and thus permit larger peak azimuth modulation

differences.

Streamline plots of the model-estimated ψ0 for NSCAT data is shown in Fig. 13

and, for comparison, for Escat data in Fig. 14. These plots exhibit a general con-

sistency with the direction of the surface wind flow in previous studies, e.g. [29].

For example, in south Queen Maud Land and Terre Adelie, the streamlines closely

follow the predicted katabatic wind directions. Further, previous measurements made

along two Ellsworth Land traverses by [38], suggest sastrugi alignments similar to the

directions shown in Fig. 13.

A notable difference is observed between the NSCAT and Escat streamlines on

the Hollick-Kenyon Plateau (in West Antarctica) where the NSCAT streamlines turn

clockwise and the Escat streamlines continue north. In this region, the NSCAT data

shows reduced azimuth modulation, primarily at lower incidence angles, and the

minimum is not as well defined as in other areas. However, the NSCAT data appear

to resolve directions which follow the perimeter of the plateau to turn downward

onto the Ross ice shelf. The Escat data suggests a small second-order modulation;

however, the the azimuth sampling is limited and the resulting F model fit poorly

locates the minimum, causing the flowlines to follow the downslope direction, rather

than turning to the left of the fall line.

5 Discussion

Antarctic anisotropic returns suggest at least two possible mechanisms for azimuth

modulation. The first is due to the change in local incidence angle at different azimuth

angles because of the slope of large dunes or undulations coupled with large-scale
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surface topography. This is postulated to cause a first order modulation. It is possible,

however, that the microrelief such as sastrugi on the surface of the larger dunes

(but aligned in the wind direction rather than orthogonal to the wind) account for

second-order harmonics. If this is the case, the resulting returned signal would be a

combination of first and second order harmonics, caused by the sastrugi being seen at

different local incidence angles on the surface of the local topography and km-scale

snow dunes. We conjecture that the magnitude of the first harmonic modulation

should be greatest in regions where the km-scale and large-scale topography couple

to cause the largest effect on the local incidence angle. This appears to be the case

in Fig. 10 in regions of relatively constant φ1.

While snow and firn scattering models are well-advanced, the presence of sastrugi

has not been modeled. Furthermore, emission models incorporating sastrugi surface

roughness are needed to account for the significant modulations to brightness temper-

atures observed in the coastal regions of East Antarctica. It may be possible to adapt

ideas from the two-scale modeling of ocean waves. Scattering models are well-known

for ocean waves and recently Yueh [45] has developed a two-scale emission model. It

may be possible to model sastrugi in a similar way. Using such models, microwave

data can be used to infer geophysical parameters of the surface (see [25]). Further,

the accuracy of the wind direction estimates could be improved.

While it is possible to draw a number of important conclusions, there are a number

of limitations of this study. The primary limitation, one already noted, is the limited

range of azimuth angle observations from the sensors. This is a particular problem

for passive SSM/I data. As noted, the discrete nature of the azimuth sampling for

both NSCAT and Escat arises from the fact that the multiple antennas, at various

azimuth angles, are used to make measurements. Errors in the calibration of the

individual antennas could introduce and/or modify an apparent azimuth modulation

of σo. Although some potential problems with attitude control have been noted,
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NSCAT calibration is reported to be within a few tenths of a dB, including interbeam

variations [41]. Escat calibration is similarly accurate [24].

We note that the scatterometer is not regarded by the authors as a replacement

to anemometers on ice sheets. Previous authors [34] report qualitative relationships

between the amplitude of the azimuth modulation and the reported strength of the

surface winds, although the precise physical reasoning is uncertain. Similar qualitative

relationships might be inferred between the fitted value of M2 and the wind speed

in Fig. 10. Mean surface wind speeds are known to range from ∼ 2 m/s to over 20

m/s depending on terrain slope, with the latter upper limit common in locations such

as Cape Denison, and the Terra Nova Bay area, where converging alignments are

indicated akin to the convergent modeled katabatic flow streamlines in these regions.

Although surface anisotropy connected with the surface wind direction is observed,

it is presently difficult to do more than qualitatively sense the magnitude of the wind

velocity.

6 Conclusion

For some time, users of radar and radiometer data have made assumptions regarding

the transparency or relatively high transmissivity of dry snow surfaces at microwave

frequencies. Consequently, air-snow interface roughness has been considered to im-

part only a limited regional impact on the observed signatures. Many electromagnetic

models indicate snow roughness as playing only a minor role in driving variability in

the signatures, and some neglect interface roughness by assuming planar layers with-

out any bedding structure. In this paper, we have revealed in greater detail the impact

which anisotropic scattering and aligned roughness elements may have on satellite mi-

crowave observations. These Antarctic observations clearly demonstrate that models

of azimuthal variations in microwave data should account for first- and second-order

effects manifested as azimuthal dependencies in SSM/I, Escat, SASS, and NSCAT
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data. Further studies are required to address the precise mechanisms which drive

the observed signatures. While it is clear that the wind causes roughness in the bed-

ding structure and annual layering of accumulated and wind-redistributed snow, it

is not clear why alignments ought to be coherent with depth. Instruments record-

ing microwave backscatter at different frequencies should be exploited, therefore, to

discriminate between physical properties of the snow and firn at varying depths and

to address open questions regarding the links between the firn layer characteristics,

wind-induced bedding structures, and the thermodynamic processes linking these

physical attributes to the atmospheric conditions on the ice sheet.

Problems exist in fitting simple, single-term models to observations made by each

of the instruments due to the limited number of measurements made at discrete az-

imuth angles in a given region of interest. The outcome is that the slope-dependency

of azimuthal modulations is not clearly expressed in any of the previous results doc-

umenting efforts to fit simple second-order models to the observations [30, 15]. Our

results indicate, in particular, that the local-incidence angle has a clear impact upon

the magnitude of the azimuthal modulation. Regions with large slopes and strong

expression of meter-scale roughness generate the largest azimuthal modulation in

the data. The important additional effect, however, is the lack of symmetry in the

azimuthal modulations, which indicates a further effect in areas where km-scale un-

dulations tilt the surface away from the mean slope direction indicated by current

digital terrain models. This study, effectively demonstrates that both of these im-

portant first- and second-order azimuthal terms must be correctly taken into account

if the results are to characterize the interdependency between slope and small-scale

roughness driving the observed azimuth modulations. Future intercomparisons with

RADARSAT SAR data (acquired during the Antarctic Mapping Mission) will help

in understanding the morphologic structures influencing the scatterometer data.

NSCAT has proved its unique capability for extracting information on polar ice
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characteristics and it is clear that scatterometry has an extremely important role to

play in the study of the cryosphere [22]. In particular, the combination of scatterom-

etry with SSM/I provides a complementary data set with comparable resolution and

contrasting image content. The launch of QuikScat (in May 1999) and Seawinds (in

2000) will extend the existing Ku-band data set obtained by SASS and NSCAT and

strengthen our capabilities for characterizing polar snow and ice-sheet surface char-

acteristics. With the launch of QuikScat, Ku-band scatterometer data of unprece-

dented coverage and quality will be available. Unlike NSCAT and Escat, QuikScat

is a conically-scanning pencil beam scatterometer which makes measurements at two

incidence angles (42◦ and 54◦) over a 1600 km-wide swath, and with a much higher

spatial measurement density than NSCAT. As a result, it will be possible to produce

images of even higher resolution, with improved azimuthal diversity resulting from

the conical scan. QuikScat measurements, therefore, hold the promise of long-term

observations of the azimuth modulation of Ku-band backscatter to support studies of

the long-term variability in surface wind patterns in response to global change.
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Tables and Table Captions

Table 1: Study areas (defined by a rectangular area in longitude and latitude) and
corresponding mean surface altitude (in m), slope (in m/km) and direction φs (in
deg relative to north) derived from the digital elevation map (DEM) described in the
text.

Area Lower-Left Corner Upper-Right Corner Mean DEM
Number lon lat lon lat Altitude Slope Direction

1 -166 -78.5 -176 -79.6 54 0.14 192
2 118 -86.5 75 -88 3106 1.50 179
3 131 -75.5 123 -73.5 3186 0.95 219
4 124 -75.5 117 -74.5 3210 0.73 189
5 100 -73.4 93 -74.5 3509 1.34 233
6 58 -80.5 50 -79.5 3697 1.22 119
7 73.25 -69 70 -70 52 0.65 179
8 97 -70.5 99.5 -70 2661 3.16 218
9 90 -71.5 87 -70.5 2826 3.00 158
10 -164 -81.5 -178 -80 51 0.45 181
11 123 -70.25 120 -70 2451 3.45 225
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Table 2: Fourier series fit coefficients for NSCAT data at various incidence angles for

study area 5. In this table, Mi =
√
I2
i +Q2

i , φi = tan−1 Qi/Ii.

V Pol
Incidence Coefficient

Angle I0 I1 Q1 M1 φ1 I2 Q2 M2 φ2 ψ0

20◦ -6.6 0.605 -0.734 0.951 -50.6 1.375 1.006 1.704 36.2 111
30◦ -8.3 0.617 -0.841 1.043 -53.7 0.997 0.795 1.275 38.5 112
40◦ -10.3 0.720 -0.624 0.953 -40.9 0.738 0.407 0.843 28.9 112
50◦ -11.9 0.068 -0.351 0.358 -79.1 0.686 0.263 0.734 21.1 100

H Pol
20◦ -7.2 1.449 -0.634 1.581 -23.6 0.504 -0.294 0.584 30.3 112
30◦ -9.0 0.548 -0.786 0.958 -55.1 0.599 0.636 0.873 46.7 116
40◦ -10.8 0.281 -0.679 0.735 -67.5 0.804 0.099 0.810 7.0 97
50◦ -12.4 -0.755 -0.591 0.959 141.9 1.545 0.571 1.647 20.0 93

Table 3: Coefficients of the azimuth modulation models for V pol NSCAT data in
study area 5.

Coefficient I Model F Model
A -10.3 -10.1
B -0.198 -0.212
c1 0.713 0.702
d1 -0.014 —
φ1 -46.6 -49.0
c2 1.018 0.950
d2 0.045 —
φ2 35.1 31.3
ψ0 107 112
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Figures and Figure Captions
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Figure 1: Illustration of the azimuth measurement geometry for SSM/I, NSCAT, and
Escat.
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Figure 2: Figure illustrating the relationship between the azimuth viewing geometry,
the local slope, and the incidence angle for a small surface patch. Symbols: θi is the
incidence angle for a flat surface, θs is the local slope, θe = θi − θs is the effective
incidence angle, φi is the azimuth look direction, φs is the local slope direction, and
φr is the angle of the azimuth roughness, all relative to north.
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Figure 3: SSM/I-, NSCAT-, and Escat-derived images of Antarctica produced with
the aid of the SIR algorithm from six days of data (JD 277-282). (a) Tb at 19 GHz V
pol. (b) Tb at 19 GHz H pol. (c) Tb at 37 GHz V pol. (d) Tb at 37 GHz H pol. (e) A
at 14 GHz V pol (f) B at 14 GHz V pol. (g) A at 5.3 GHz V pol (g) B at 5.3 GHz
V pol. NSCAT 14 GHz H pol A and B images are not shown. The NSCAT 4.45 km
pixel resolution has been averaged down to 8.9 km resolution to match the SSM/I
and Escat image pixel resolution.
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Figure 4: Map of the locations of key study areas.
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Figure 5: Scatter plots of TB and σo versus azimuth angle for study area 2 – SSM/I 19v
(top left), SSM/I 19h (top right), SSM/I 37v (second row left), SSM/I 37h (second
row right), and NSCAT V pol (third row left) and H pol (third row right) at 50◦

incidence angle. In this and later figures, values are shown as gray dots, the means of
±3 degree wide bins are shown as asterisks. The solid vertical lines indicate plus and
minus one standard deviation about the mean. Scatterometer statistics are computed
in dB. The solid lines represent the second order azimuth fit (see text).
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Figure 6: Scatter plots of TB and σo versus azimuth angle for study area 5 – SSM/I
19v (top left), SSM/I 19h (top right), SSM/I 37v (second row left), SSM/I 37h
(second row right), NSCAT V pol (third row left) and H pol (third row right) at 50◦

incidence angle, and Escat V pol at 50◦ incidence angle (bottom center). The solid
lines represent the second order azimuth fit (see text).
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Figure 7: NSCAT σo versus azimuth angle at various incidence angles for study area
5 – V Pol (top two rows), H pol (bottom two rows). Measurements are from ±3◦ of
the central incidence angles of 20◦, 30◦, 40◦, and 50◦. The solid lines represent the
second order azimuth fit (see text).
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Figure 8: Escat σo measurements at various incidence angles from area 5. Measure-
ments are from ±3◦ of the central incidence angle. Left to right, top to bottom,
the central incidence angles are 20◦, 30◦, 40◦, and 50◦. The solid lines represent the
second order azimuth fit (see text).
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Figure 9: Contour plots of σo(θ, φi) computed from the azimuth modulation model
parameters estimated from V pol NSCAT data for study areas 5 (upper left), 8 (upper
right), 9 (lower left), and 11 (lower right). For these areas ψ0 is just to the right of
the 100◦ azimuth angle.
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Figure 10: NSCAT images from six days (JD 277-282,1996) NSCAT V pol σo mea-
surements: a) projection error standard deviation image prior to azimuth modulation
removal, b) projection standard deviation image after azimuth modulation estimation,
c) magnitude (M1) of the estimated first-order azimuth modulation harmonic term, d)
magnitude (M2) of the estimated second-order azimuth modulation harmonic term,
e) phase angle (φ1) of the estimated first-order azimuth modulation harmonic term, f)
phase angle (φ2) of the estimated second-order azimuth modulation harmonic term.
To produce this figure, the 4.45 km pixel resolution has been averaged down to 8.9
km resolution to reduce the image size and match the Escat image pixel resolution.
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Figure 11: Escat images from six days (JD 277-282,1996) of σo measurements: a) pro-
jection standard deviation image prior to azimuth modulation removal, b) projection
standard deviation image after azimuth modulation estimation, c) magnitude (M1) of
the estimated first-order azimuth modulation harmonic term, d) magnitude (M2) of
the estimated second-order azimuth modulation harmonic term, e) phase angle (φ1)
of the estimated first-order azimuth modulation harmonic term, f) phase angle (φ2) of
the estimated second-order azimuth modulation harmonic term. The pixel resolution
is 8.9 km.
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Figure 12: (top left) Magnitude of local slope derived from the topography map. The
circle surrounding the pole and cross-hatching are artifacts resulting from the topog-
raphy map. (top right) Direction of the local slope (φs) derived from the topography
map. (bottom right) NSCAT-derived map of ψ0, the direction relative to north of the
peak azimuth modulation (F model), from the images in Fig. 10. (bottom left) Escat-
derived map of ψ0, the direction relative to north of the peak azimuth modulation (F
model), from the images in Fig. 11.
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Figure 13: Streamlines of the direction (ψ0) of the peak azimuth modulation derived
from NSCAT data.
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Figure 14: Streamlines of the direction (ψ0) of the peak azimuth modulation derived
from Escat data.
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